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Abstract

A Framework for Further Transparency of Supplier Energy Waste Streams in Multi-layer
Production Enterprises

by
Kevin Masataka Ninomiya
Master of Sciencein Mechanical Engineering
University of California, Berkeley
Professor David Dornfeld, Chair

Regulatory agencies and compliance measures have obligated manufacturers to reduce its
corporate-wide environmental impact in the recent years with economic penalties and social
stigma otherwise. Manufacturers undertake constant, inherent risk of affecting their
environmental footprint and increased costs while they depend on suppliers. Frameworks for
energy audits are undefined between production enterprises and are dependent on self-reported,
unit-inconsistent data by individual suppliers. Traditional energy audit methods are detailed, but
possible developments can aso be implemented in its analysis with real-time data that is of
higher granularity, which may aid in the optimization of the overall process plan. This thesis
aims to further develop an energy auditing methodology which enables energy streams to be
more transparent for detecting waste points at a higher specificity within a production enterprise
and suggesting precise improvements that can add greater value, especialy in high volumes of
production. This framework may be used in applications such as supplier selection and/or
eva uation by manufacturers and footprint improvements by non-compliant suppliers.
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Chapter 1 Introduction and Motivation

In recognition of the significance of environmeni@pacts to both the economy and society,
many global regions started to implement new rdgra and compliance measures for
corporations to keep up-to-date with the marketdrelriple Bottom Line (TBL) is a concept
that supports the notion that an enterprise igmaltely built on three foundational pillars:
economic, environmental, and social factors as shiavrigure 1 [1].

Figure 1 Triple bottom line [1]

A variant concept called, Integrated Bottom LirBL(} consolidates the TBL factors on the same
accounting sheet for measuring business activiiés Historically, some enterprises, have

considered economic factors to be the only pilfanot the most important. However, due to

emerging regulations, compliance measures, and type& of costs associated with these,
corporations have become more concerned with thedlBing their business activities. Supplier

selection and evaluation has become increasinghoitant. Most credible corporations have
now adopted auditing measures that monitor supp&eavior and decisions with respect to each
of the factors in the TBL. For the purpose of tkigdy, the environmental pillar, specifically

energy, will be emphasized over the IBL. This viik done with references to relationship
between economic and social aspects; hence, fdicappns in selecting or evaluating one's

green supplier.



Section 1 Environmental policy and compliance andheir effects on production enterprises
Section 1.a. Regulation

Environmental policies began to emerge in the fdt&df of the 1900s, especially with the birth

of the United States Environmental Protection Age(idSEPA), which oversees corporations
on US soil [3]. Some past notable regulations idelthe Clean Water Act (CWA), Clean Air

Act (CAA), and the Resource Conservation and Ragoset. Although the US opted out of the

international agreement, Kyoto Protocol, other stdalized nations who ratified the agreement
were legally bound to act in accordance with thetdiol.

Section 1.a.i. Domestic regulatory climate

The Clean Water Act was last amended in 1972. TWA@rimarily affected industries that
directly discharge wastewater to navigable surfacater with regulations surrounding
wastewater quality as part of the pollution conpodgram [4]. The Clean Air Act, which was
last amended in 1990, aims to protect public heaittd welfare and to regulate emissions of
hazardous air pollutants [5]. The CAA included esiia sources that are both stationary and
mobile such as factories and transportation magspectively. One can imagine that industries
and production enterprises, especially, were afteagreatly as changes to their strategies
became necessary. Similar to the CWA and CAA,RIGRA was concerned with solid and
hazardous waste [6]. Industries were motivatedeteat point sources within the enterprise that
may violate these regulations. Enterprises thdatecssuch regulations were penalized with a fine
through Power Conservation Programs such as thessixe energy use sanction in countries
like South Africa [7].

Section 1.a.ii. International regulatory climate

As cited above for South Africa, the internatiosammunity became more active during this
period as well. The most notable legally-bindingeggnent was called the Kyoto Protocol. Many
industrialized nations were involved in its rat#ion with the United States being one of the
exceptions. The Kyoto Protocol aimed to promoteustdalized economies to regulate
greenhouse gas emissions under a certain levehrmpendment period. The latest amendment
was made in 2012 whereby the target for partiaygatiations was to reduce its greenhouse gas
emissions by 18 percent below that of 1990 levelsvben the 8-year period of 2013-2020 [8].
Although the US rejected the ratification of thedty Protocol and it still lacks an effective
nationwide program, some states and localities rbégampose a “carbon tax” that penalizes
businesses for CO2 emissions. Examples includ8d#lyeArea Air Quality Management District

in the form of a permit. Another program obligatessinesses to reduce their greenhouse gas
emissions through regulations such as the Globamig Solutions Act of 2006 (AB 32) in the
state of California [9, 10].

Section 1.a.iii. Future regulatory climate

There are future ecological policies foreseen dt wiéhe European Environmental Bureau, for
example, have laid out visions that hint at futerevironmental regulations such as further
decreases in natural resource use [11]. The irttenad shipping industry already has 2020
visions set for upcoming regulations according ¥, E. [12]. The implications of such future

2



policies on to production enterprises are unknaWwaugh one can safely speculate an increased
complexity when making business decisions that ségisfy the IBL of an enterprise.

Section 1.a.iv. Importance of product life cycle fotprint

All of the above regulations have had or may hageifscant influence over corporate decision-
making processes especially for a production erigerpvho that manufactures heavy consumer
products. These enterprises are heavily dependentitiity such as electricity during the
product's manufacturing phase. An example is thtenaotive industry. A product life cycle
contains five basic stages from cradle-to-gravehasvn in Figure 2 [13].

The product life cycle

_— . Energy use
@ AkzoMobal Suslainabla Development BY

—/

Extraction Raw materials Production ! b

ﬁu ) /5 .G, @-%ﬁm-ﬁaé#_a @

End of life

B il
Cradle-to-gate

Life Cyele: Cradle-to-prave

Figure 2 Product life cycle [13]

In the past, industries were merely obligated tuce their footprint at point sources; hence,
their impact during the manufacturing phase ofalpct life cycle. Studies quickly showed that
other phases of a product life cycle also contaubor a significant portion of the life cycle
footprint. Consequently, for example, manufactureese encouraged to become mindful about
their product's use phase contribution to the foot@as well. In this framework, however, the
topic is narrowed to the manufacturing phase oflifieecycle. The framework's purpose is for
the selection of new green suppliers or evaluatibaxisting ones while being able to suggest
improvements at a higher level of granularity wétlquicker response time. The reason being,
each large production enterprises have the mokteimée over their own grounds including
supplier behaviors over consumer behaviors of gweducts. Therefore, the argument focus for
the thesis is that by having energy waste streansprarency and relevant data at a higher (more
micro) granular level, it is better because it @Bochange enablers at the enterprise to make a
larger impact by giving them more control of fagilor supplier's energy impact, especially if
the data is real-time so that their changes canrbheffective immediately in some cases. This
is based on an assumption that the higher datailgwéty is proportional to “data at a lower level”
within a production facility or supplier hierarchyhe hierarchy shown in Figure 3, that was
assumed in this thesis is an adaptation of the Ufeaturing Google Earth View” shown in
Figure 4 [Dornfeld REF of GEV].



Figure 3 Facility/supplier Google earth view

Figure 4 Manufacturing Google earth view



Section 1.b. Compliance measure

Compliance measures have been agreed at both alasind international scale. These include
green initiatives such as Leadership in Energy Bmadronmental Design (LEED) certification,
sustainable production standards such as ISO 140l responsible supplier selection efforts
made by corporations such as Hewlett and Packar) édd recent issues with enterprises such
as Apple [14, 15].

Section 1.b.i. Green initiative

LEED is a green certification program administelgdthe U.S. Green Building Council with
different levels of certification and rating systenthe levels of certification are Certified, Silyve
Gold, and Platinum [16]. Due to the heavy demandutifity, resources, and maintenance
involved in operating a factory, production entesps have tougher times obtaining a
certification. It may be inferred that industribewever, are inclined to obtain such certifications
in order to maintain a competitive edge for botthtelogical and branding reasons. Companies
such as Volkswagen have obtained LEED Platinumification for their assembly plant in
Chattanooga, TN [17].

Section 1.b.ii. Environmental standards

Sustainable production standards such as the 1R001lfamily, specifically ISO 14001:2004
and ISO 14004:2004, address environmental manaderaenfacilities. Companies or
organizations aiming to improve their environmem@iformance are encouraged to conform to
the 1SO 14000 family standards such as reductioreradrgy consumption as part of ISO
14001:2004 [18]. Notable companies such as IBM taais to be at the forefront of sustainable
practices through the employment of ISO 50001 db[0@.

Section 1.b.iii. Inherent risks from suppliers

Enterprises with a large network of global supgliare constantly exposed to risks through
supplier behavior that is non-compliant. For exanplpple was recently scrutinized for their
Chinese suppliers with regards to labor conditifi)§. Apple was specifically cited for their
Chinese suppliers dumping excessive amounts of ichésninto nearby rivers [20]. HP
performed a comprehensive audit to survey theipkens in 2013. They found that 12% of non-
conformance issues were attributed to environmeataipliance standards [14].

Section 1.b.iv. Importance of conformance

The inherently higher risk of compliance measuresr @nvironmental regulations is arguable
due to the unpredictable nature of an outcomettisireason, companies, especially production
enterprises, are motivated to be within compliadéhough non-conformance to compliance
measures does not necessarily result in direct tagnpenalties, though this is dependent on
local jurisdictions, it presents vulnerability foorporations to lose their competitive edge via
opportunity losses such as customer attrition.tkigrreason, having a framework that allow for
further transparency of error sources is critical.

An ignorance of such policies and compliance messtnigger penalties for industries to pay
large fines or in worst case scenario, halt prddacand sales which would be detrimental to
5



company performance. For this type of study, itlesal to conduct a comprehensive study using
IBL data. However, due to the difficulty in defigira universal metric for certain TBL factors

such as social metrics, it is limited to the enmin@ntal factors, and specifically the energy
assessment aspect due to data availability. Anggnassessment, namely - energy audit —
enables corporate decision-makers to understanccuhent energy usage situation of their
enterprise and plan their strategies accordingipitomize cost and impacts.



Section 2 Industrial energy audit
Section 2.a. Current process

Industrial energy audits are a comprehensive assedsof a facility's energy management
practice. An energy audit can be categorized imto tain types: a preliminary audit and a
detailed audit [21]. According to the Industrialéggy Audit Guideline by Lawrence Berkeley
National Laboratory (LBNL), energy audits are gafigrbased on assessments of utility bills,
historical usage, inventory and energy balancegusitergy measurements, production patterns
and their relationship to energy usage, benchm@rikind comparative energy performance
analysis [21]. Most audits tend to follow a simifapcess flow as shown in Figure 5 [21].

Audit criteria

¥
Audit seope

¥
Salection of audit team

¥
Audit plan

Energy audit |- - == -

preparation ¥
Checklists proparation

¥
Initinl walk-through

¥

Collecting energy bills
and avallable data

¥

Preliminary analysls

Energy audit | i
execution

Energy audit
reporting [---- "
_ : Preparing action plan [ ] Implementing the
Post-audit | ___ . for implementation action plan
activities i

Figure 5 Industrial energy audit process flow [21]
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Figure 5 shows a general auditing process thatdies improvement suggestions, cost-benefit
analysis, report generation, and improvement implgation plans. Industries rely heavily on
audits in order to make cost-effective improvemaevttde being compliant.

Section 2.b. Avenues of improvement

Although the current methods are detailed with @age level of granularity, it is important to
note that these audits are a discrete process hatdthie suggestions are descriptive-based
improvements on a lower level of data granularity.

Section 2.b.i. Discrete process

Energy audits are conducted based on requests tmadéouse or outsourced auditors. These
requests, however, are made on a periodic, nointants, basis. Although the collected data
maybe representative of a set of historical sampiés mean that changes will take time before
they are implemented. According to Figure 5 froma@tier 1, Section 2.a., the implementation
process for change only comes after the reportrgéoe stage. It may be of concern to fast-
paced industries to react against negative audrksnas quickly as possible and have their
facility or supplier contribute more to their valwhain. This requires audits to be made
continuously while enabling key players to implemeimange with a short turnaround time. For
this reason, it is important for production fagg to obtain real-time data.

Section 2.b.ii. Granular descriptive-based improverants

According to [21], collected data include thosetthanerate Load/Demand profiles and/or
Scatter diagram for presenting the dynamics of éhergy-production relationship. Although
these profiles and plots are detailed in naturey timly enable suggestions for improvements at
the same level of granularity as the data. If thikected data plots are low in sensitivity, their
suggestions will also be low quality. This may reghe purpose of conducting an energy audit
if meaningful changes are overlooked due to framksvof low sensitivity. For key players, who
make decisions for a facility based on audit repaitis safe to assume that they would like
suggestions based on data that have high leveboltarity (sensitivity).



Section 3 Example of target users
Section 3.a. Example of multi-layer production entgprise structure

Many different types of production enterprises exifiey will differ by industry type and size.
This framework focuses on large production entegwithat could consist of multiple layers. An
example of an organizational structure for a préidncenterprise is shown in Figure 6.

} T - 1
Systems Marketing Admin, Sales.
Engineer Rep. Services Consult

Industrial Design
Engineer Engineer

—

Process
Design
Engineer

Enterprise Level

o Plant
Facility Level ek

CostAnalyst

nfe.
Engineer

Line Level Shop
Manager

Machine
Machine Level Operator

Quality caM
Engineer Engineer

Figure 8 Example enterprise hierarchy [22]

One can imagine that opportunities for energy lass inefficient production concerning
environmental management exist at each layer ofirEigl. It is important that the energy
auditing process considers energy loss opportgnitieeach level down to the parameter level,
which ultimately governs the production processaguer unit basis. This will allow the user to
understand a cause-and-effect relationship fortetmeup improvement approach. For example,
is the energy consumption, which is proportionaénergy utility bills, high because of a milling
process that moves at twice the cutting speed ithaeeds to be? Not only the higher energy
consumption, but due to the high production raten(fthe faster cutting speed), is it producing
excessive inventory costs? By enabling the key gglayto view energy losses at a higher
granularity, it results in making error sources ensansparent; hence, improving the bottom line
more effectively.

Section 3.b. Example players within each layer

A key player can exist at each of the enterpriseltein Figure 6. For example, at the Facility
Level, an Industrial Engineer might be concernethwhe energy consumption of the entire
facility as opposed to the Process Design Engimetre Line Level who may only be concerned
with energy consumptions of the assembly line. Basiergy audits tend to be concerned with
surface level direct energy data with low grantyarhlthough a Line Level individual could be
satisfied with such a level of granularity, thisiaanly affect two more layers above as opposed
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to a level of granularity that exists at the Maehibevel. Data at the Machine Level of
granularity will have a greater effect, especidly high volume enterprises, a high level of
granularity enables facilities and suppliers tdHar pinpoint the root cause of their energy loss.

Section 4 Framework's purpose

The framework's purpose is to cut the energy lbesughout a production enterprise through a
higher granularity of descriptive, real-time an@dysThis would ultimately enable decision-
makers to implement effective changes that imptbeecorporate bottom-line. It will also aid a
production enterprise to maintain a corporate-wedenpliance to industry standards and the
green market mindset through an effective selectiod evaluation of green suppliers. It will
also enable non-compliant suppliers to identify sloeirce of energy loss and make a greater
change in a shorter amount of response time.
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Section 5 Framework by analysis level
Section 5.a. Parameter

The parameter level is the highest level of datenglarity that one can obtain and it corresponds
to the lowest layer of the enterprise structurenfriéigure 6 in Chapter 1, Section 3.a. It allows
for the greatest impact to be made through an gnauglit since a change in a production
parameter may alter the production outcome sigmtily. This level is considered to be under
the process plan-influencing family. The authodstdbution is an algorithm for prediction of
energy consumption and optimal parameter selecttoa high confidence level based on the
energy audit.

Section 5.b. Tool path

The tool path level can provide parameter-like iotpasince it has a greater influence on a
process plan than the subsequent levels. This feweld also correspond to the lowest layer of
the enterprise structure. The author's contributiorthis level is a methodology to generate
energy-efficient roughing process tool path basethe energy audit.

Section 5.c. Process

The process level data starts to become simildradraditional granularity as seen in [21]. Both
this level and the subsequent process chain lefielence the operations scheduling, but the
process level still maintains influence on the pssx plan. The data and improvement
suggestions in this level are concerned with compas between different machines of the same
process. For example, if a CNC Mori Seiki millingohine was used over a CNC HAAS milling
machine for a drilling process, what would haverbde difference in energy consumption. For
each of the machines, what would be the embodiedggnversus the process energy? The
author's contribution for this level was more om tthata post-processing, organization, and
visualization aspect rather than an improvemengssiipn since the improvement suggestion at
this level will be very similar to existing method#ready. By providing key change enablers
with effective post-processing, organization, arsialization technique, it would enable them to
execute changes more quickly and effectively.

Section 5.d. Assembly line/process chain

The process chain level data is meant for operatsmeduling and energy reduction through
utilization of an optimal process chain [23]. Itka granular data compared to the previous three
levels; thus, it might be less impactful for implkemting improvements but it can provide a
general overview of the energy usage at a fadailitickly. The author's contribution here was the
data organization and visualization of energy camsion at facilities or suppliers.
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Section 6 Assumptions and disclaimers

Due to data and time constraints, some goals arsidered as future steps. This study provides
the preliminary steps for making energy loss poimgre transparent for a more effective

improvement strategy. For this reason, certain eptsc were neglected. For example, error
values should exist for every analysis and eaclklldwt it was assumed that errors were
constant for each level of analysis. Only environtakeffects from the TBL were considered

due to data availability. Lastly, all products meauiured as part of experiment and future
manufactured products in question were assumed twdduced with a certain, satisfactory level

of product quality.
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Chapter 2 Related Works
Section 1 Supplier selection/evaluation

Proper supplier selection has become increasimghprtant, yet represents a set of complicated
tasks for supply chain specialists. Many researffbrte exist that explore strategies for
selection/evaluation. Some studies focus on theplmrpselection/evaluation process while
others focus on refining selection/evaluation c@tdparameters). Due to high investments of
financial resources in making supply chain decisjahis vital that specialists utilize the optimal
process and parameter based framework. Beil descthe typical supplier selection process
starting from the identification stage to the ewdilon stage. It describes how each step is
interrelated and why each step is important [24liAlescribes a scorecard that contains green
supplier selection criterion [25]. Walmart becanaenbus for implementing a green supplier
selection scorecard in 2006 for its suppliers’ pgokg performance [25]. Vance et. al.
introduced a computer-aided methodology that usdeggeaph framework to determine a supply
chain based on cost, cost of electricity produgctieaological footprint, and emergy. They
defined emergy as a measure of energy used in giiodu directly or indirectly [26]. Xie
examined the impacts of energy saving policiestetk®dy policy-makers. Xie analyzed the
decisions by observing the tradeoffs between ensagyng and profits made by two types of
supply chain structures: vertical integration anecehtralized setting [27]. Although the
application is for policy decisions over businesgisions, this type of study enables decision-
makers to conduct tradeoff analysis when generatirajegies for their particular supply chain
design. Waldemarsson et. al. takes an interesgipgpach where they consider energy surplus as
a revenue-generating product [28]. This suggesitisethergy savings have both a cost-saving and
revenue-generating effect on production.
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Section 2 Proposed framework levels
Section 2.a. Parameter

A force model was developed by Kishawy et. al. gsoollected energy signals from the
broaching experiment [29]. The surfaces were thseduto examine the subsurface micro
hardness and microstructure. The objective waseteeldp an energy-based force model and
estimate depth of cold-working from broaching todlfie force model contained energy and
dynamic factors such as friction at the tool-chipeiface, friction at the tool-work piece
interface, power spent on plastic deformation zpfeation of a new surface and influence of
minor cutting edges. All of these contained sepafaut related equations. The model was
verified between the simulated and measured datéd-Working of material increased the
cutting force. Analysis was done by the Vickers nmitardness test. Severe elongation and
plastic deformation was seen during the subsunfasiceostructure test. These conclusions were
used as a basis for modifying the shear flow stiedbe energy based force prediction model,
most likely as their future work since no new modgals actually presented other than their
original one [29]. Yoon et. al. proposed a modal #nabled machine operators to determine the
optimal set of machining parameters for both mimmenergy and minimum cost. They studied
milling and drilling processes to identify the op#l parameters when considering energy
consumption and cost savings [30]. Liu et. al.popsed a method to predict the energy
consumption of a machine tool. They broke the cydie three period: start-up, idle, and cutting
in order to determine characteristic models forfits two periods using a fitted curve of energy
consumption data. They then used the cutting pdased on machining parameters in order to
predict the energy consumption [31].

Section 2.b. Tool path32]

In the Fall 2013 term, a class project was condldte explore energy-efficient tool path
generation algorithms. The tool path level is aapaation of the project for the purpose of
making energy-saving suggestions at a higher gasityilthan a mere machine utilization
improvement at the process-level and above, whiehr@lated to operations scheduling [23].
This level has frequent references to the colladba@acourse report as [32]. For this reason,
please consider the tool path level (sub-)sect{and subsequent ones) as a block reference to
[32].

Section 2.b.i. Tool path introduction

Kong et. al. [33] showed that tool path generaiohemes affected the amount of energy and the
processing time required to machine the same Rarigarajan et. al. [34] showed that tool path
segment length influenced machining cycle timestafiecting the energy consumed. Therefore,
it was indicated that the tool path strategy wdated to the energy demanded to produce a
product. It was preferred that CNC milling machi@se longer tool paths in the advantageous
axis where less energy was consumed [33]. Commanacteristics of energy efficient tool
paths included, but were not limited to, making éevand gradual changes in tool path cutting
direction, avoiding sharp corners, and having lomgeghs with near constant cutting load.
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Section 2.b.ii. Chord error introduction

It was equally important to consider precision nfaoturing errors associated with machining as
well as its energy consumption. It is importanntiie here though that this process was merely
assumed to be categorized under the roughing matehis stage based on previous roughness
observations made by Youngwok [35]. For this reasias particular project assumed that it was
more accurate and applicable for a roughing prooesg. Chord error was the focus for the
project. Chord error is the maximum error that esauhen a chord line is to be drawn under the
supposed arc. Theoretically, the maximum errorate was considered to occur at the middle
of the arc and the drawn chord line. Figure 7 shamwglustration of this phenomenon. The point
where the deviation is calculated is shown as W{X,Y

;4 AR

Py (X, Vi)

B(Xe,Ye)

o X

Figure 7 The schematic diagram of error in CNC interpolai36]

Other planar errors such as parallelism, planasitlyface roughness, and form errors were also
considered for the project, but chord error wasnaltely selected to be the focus within this

project. It was less investigated than other emmorelation to energy consumption. Chord error

could be predicted analytically based on input psscparameters. It is the difference between
the ideal arc section and the approximation usemrents [36] as aforementioned. Figure 8

shows an illustration of the ideal arc-segmentedéhce as chord error.

[PQ)|: chord error

Figure 8 Chord error [37]

Yeh and Hsy [38] proposed an algorithm that redutiesl chord error within a specified
tolerance range during the interpolation proce$eyTpointed out that chord error was closely
related to the curve speed and the radius of auwailhey introduced an adaptive-feed rate
interpolation algorithm in which the feed rate wastomatically adjusted for chord error
reduction. Yong and Narayanaswam [39] proposeceadsprror controlled interpolator based on
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offline predetermination of feed rate sensitivensss. The interpolator controlled the speed and
acceleration/deceleration of machining during thierpolation process as an additional aspect
compared to Yeh and Hsy.

Section 2.b.iii. Tool path generation and connectity

There have been several automatic tool path geoeralgorithms presented in literature. The
majority of these were related to machining freerfeurfaces especially in three dimensions.
The focus of this project’s collaborative litersgureview was on studying automatic tool path
generation algorithms for 3-axis milling machines.

Standard Computer Aided Manufacturing (CAM) softevazommonly generates zigzag or
circular paths. However, these may be suboptimaéding on the specific application. Lin and
Koren [40] came up with an optimized tool path fime form surfaces which relies on variable
offsets from the previous tool path to minimizeuedant machining. Linares and Sprauel [41]
came up with Spade and Triangular tool paths irmotd achieve uniform tool wear. Trochoidal
tool paths [42] were also commonly used becausg glemerated constant feed and increased
material removal rate by moving the tool along ¢hpaf constant radius. In order to further
optimize redundant tool movements, a topologicgragch was developed by Choi and Cheung
[43] who used a hierarchical data structure to esklthis problem. Choi and Cheung [43] also
used a dynamic priority-based approach.

The digital micrography algorithm generated a sigfitly smooth vector field over the domain
subject to boundary constraints. It then generateskt of streamlines in the interior of the
domain. The algorithm then proceeded to fit texingl the streamlines. One of the major
objectives of generating an efficient tool path tbe project's application essentially boiled
down to finding a way to connect streamlines miriynaith little time where no cutting would
occur. From observation, this was equivalent tbatest Hamiltonian Path problem, which is a
graph traversal technique such that all the vestwere visited exactly once.

Both the Hamiltonian Path problem and this projeased their modified algorithm on the

traditional Traveling Salesman Problem (TSP) apgiodhe TSP found the shortest possible
route for the tool to hit all nodes within the vactield. The TSP guaranteed that the tool would
visit all nodes and return to the starting poirtte TTSP limited the tool from returning to the

starting point, so a dummy variable was introduasd‘zero” distance from all points as the
initial point.

Section 2.b.iv. Tool path, machining, and energy &fiency

An energy or facilities auditor may be able to abtelevant data and results through basic life
cycle assessments, but this may still be considereldninary for detailed audits. Suggested by
Diaz et. al. [44], a large part of the energy cangtion will be produced during the use phase in
machining. Diaz et. al. [44] also observed thatrgmeonsumption for the particular NVD 1500
DCG machine could be characterized on a specigcggncurve based on the Material Removal
Rate,MRR. MRR is a product of feed rat&;, depth of cutdoc, and width of cutwoc. Scholars
have worked on studying machine tools for differgtiaiges of the cutting process to analyze the
energy consumption more specifically [33].
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The three broad stages were constant, run-timecatiohg energy portions. The tool path can
only change the cutting energy when the machirransing. The acceleration and deceleration
could cause more energy consumption. Shorter ¢yoks can generate less constant tare energy.
Shorter tool path segment length and orientationlead to longer machining cycle time. The
ideal cutting direction can reduce the energy conion as well. Considering the dominance of
the tare power demand in electricity consumptidig électrical energy decreases when the
process rate increases. The cutting time can be&tkto the energy consumption as well, which
can also use a non-constant offset to reduce maghiime such as letting the tool path begin
and end at the surface boundary.[40] The accur&diieopredicted energy was based on the
average error and the standard deviation.[33]

Process time and energy demand for five varioulspaiths are shown in Figure 9(a-e) [33].
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Figure 9(a—e)Processing time and energy consumption of varioalkspaths [33]

From the example, one can see that the Figura®ainly in the x-direction and Figure 9(c) is
mainly in the y-direction. The travelling distangesolved in case Figure 9(e) generates the
highest energy consumption while Figure 9(b) isMeein cases Figure 9(a) and Figure 9(c).
Based on this example, cases Figure 9(a) and FRfdjewere chosen as the model tool paths
since the influence of the moving direction on gyetemands were smallest. [33]

As an important note and disclaimer, the objeati/éhis project was to verify that the tool path

generated via the connection of streamline vecildd, which were created from UBC’s

micrography algorithm using the MTSP approach, wase energy efficient compared to two

other tool paths previously mentioned in [33]. Rertmore, in order to correlate precision
manufacturing errors with sustainable machininghiégues, comparisons were also made
between analytical chord error predictions founshgigour different input process parameters:
CAM default, energy efficient tool (EET) path usisgme CAM default parameters, and an
optimized EET using parameters from a specific gyneurve.
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Section 3 Process

Berthold [45] wrote his thesis about environmentalue stream mapping. His focus was a
process-oriented approach that enabled small aniilmeenterprises to have a better overview
of the energy and material consumption of theirdpation [45]. This thesis aims for a similar
goal which allows large enterprises to obtain anesf understanding of their current supply
chain network and its contribution to their valdain. This thesis, however, will only focus on
the energy aspect as it is more related to an graerdit process. Yoon et. al. [46] derived power
efficiency for milling, micro-milling, drilling, ad brushing processes. They determined that
power efficiency of a process is dependent on nfiactprs including specific energy consumed;
hence, it is important consider the production Bmnent as a whole [46].
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Section 4 Assembly line/process chain

Posselt et. al. [47] argued that existing enerduevateam analysis methods lack the ability to
consider indirect energy demands in a process chhidirect energy demands are
representations of energy being used for the mgldiervices, which are important for the
production operation. They aimed to introduce atemcted analysis approach that also included
indirect demands as well as direct demands [47]ngVat. al. [48] presented a systematic
approach for process planning and scheduling forileng process. They employed Artificial
Neural Networks and several complex algorithms saslthe Genetic Algorithm in order to
identify optimal solutions. Their intent was to fe#m a multi-objective optimization to meet the
requirements for a sustainable process planningelneduling [48].

Both studies emphasize that a systematic approsahmecessary in order to make optimal
decisions that are sustainable. By enabling udettioproposed framework to view energy loss
points at a micro-granular scale, such as at thenpeter level, it enables users to make precise
improvement suggestions while viewing the energuye/atream holistically. In the subsequent
chapters, the methodologies, results, and disau$sioeach of the analysis layers above will be
presented.
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Chapter 3 Methodology
Section 1 Parameter [44]

It is important for a production enterprise to urstiend the parameter relationship and its effect
on energy consumption. One approach to understasds through process characterization.
One can reference the milling energy charactedmatprojects to determine the energy
consumption levels while maintaining the same padlity [44, 49]. If the design specifications
or processes are to change, one may repeat arsimataod in order to obtain such characteristic
relationships.

The Energy Model Validation (EMV) Project was a touation of validating the energy model
generated from the constant Material Removal Rd&R) experiment conducted by Diaz, et. al.
[49]. On top of constant MRR cuts, this projectoatdbserved variable MRR cuts to determine
the model’s validity for cutting parameters thavalve a variable nature. MRR follows the
formula

MRR =d.o.cxw.o.c.x f ()

whered.o.c. is the depth of cuty.o.c. is the width of cut, and f is the feed rate. Thpariment
was conducted in stages:

1. obtaining a new energy model for the current maziaool, NVD 1500 DCG

2. designing a geometry and programming a tool padh ghtisfied the variable aspect of the
project

3. calculating theoretical energy demand values basdtie energy model
4. validating the model accuracy based on six trifisuts

The experiment was conducted with a 6mm uncoatéd sarbide end mill, K600 Series by
Kennametal, and with a 1018 AISI Steel work pie¢ée cutting procedure consisted of
continuous x- and y-axis cuts with a slot desigme Test piece was designed such that it contains
nine features where the MRR was varied at eachreatith constant or variable MRR as shown
in Figure 10.

Figure 10 Part design with nine features
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The constant and variable MRR entities were valiaded on the feature’s z-axis geometry,
whether the feature was flat or contained a ranmgl were an integral part of the energy
prediction and model validation stages.

The first step consisted of deriving the energy ehddr validation. More specifically, the
specific energy model was deduced from the “Speé&fiergy vs. MRR” curve (see Figure 11)
as its best-fit line. The previously obtained piof49] was based on the older machine tool, NV
1500 DCG, which had a different spindle speed gatimmpared to the newer model, NVD 1500
DCG, where the energy model would therefore bearkfit as well. Since each energy model has
to be specific to a machine, data was retakerhfnewer model, so that a more accurate energy
model could be derived.

Specific Energy Curve
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Figure 11 Specific energy curve for 1018 Steel based osteontMRR for new machine tool
[44]

As one can observe from Figure 2, the curve foltbadormat shown in Equation (2).
E=k«(3)+b )

where E is the Specific Energy, x is the MRR, an@nd b are constants generated from
respective “Specific Energy vs. MRR” plots. The gfie energy model of the current machine
tool was determined to be

1

E = 1556 (MRR

) +1.475 3)

with an adjusted R-squared value of 0.9698. Thisaggn was later used as part of a series of
steps to generate the theoretical energy predistabmes per feature. To validate this model, a
test part was designed for experimental resultsoti constant and variable MRRs.

A spiral design was used to incorporate both thestamt and variable nature of the experiment.
Nine features are used to control various MRR patara within a single design which included
three constant MRR portions. Figure 12(a) illugtsathe negative image of the finished part
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from Figure 9 where Figure 12(b) provides the cisestional view of the finished part, both for
a closer comparison of the height differences.

(a) (b)
Figure 12 Spiral design (a) Negative image, (b) Cross-sedliview

The heights were differentiated because ramps albagz-axis were included in six of the
features to satisfy variable MRR conditions. Imsrof Equation (1), the width of cut and the
feed rate were kept constant throughout the culewvttne depth of cut was varied by the addition
of the ramp. In terms of the tool path, the end pliinged into the starting point of feature 1
where the deepest cut is located. Then the totdweld the path set by features 2 and 3 to
complete the outer cutting cycle. It slowly exitedt of the test piece and re-plunged into the
starting point of feature 4, which has the sametldap the starting point of feature 1. The depth
was determined by a multiplicative factor, z, thaid a span of values from 0 to 1 and the
diameter of the cutting tool. Here, z = 0 wouldigade zero depth or no MRR at the top surface
of the stock material, and z = 1 would indicateui fiameter worth of depth of cut being
performed on the test piece. After all geometriesenset with the design, the NC Code was
generated and simulated using ESPRIT with assistitom an ESPRIT Applications Engineer,
Mr. Julien Durand [50]. After performing a procgsarameter test, the optimal feed rate and
spindle speeds were determined to be 164 mm/min3&5& rpm, respectively. The process
parameter test was based on machine chatter nwisegh preliminary cuts, aside from the
spiral design NC Code. Figures 13(a) and 13(b) shoside view illustration of the end mill
slotting up a z-axis ramp and a snapshot of theaAded Simulation Feature in ESPRIT of the
generated tool path, respectively.

®>
L

(a) (b)
Figure 13 Simulation illustration (a) Z-axis ramp side vieflv) Advanced Simulation Snapshot
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The energy predictions were based oMBR profile and the energy model determined by
Equation (3). The MRR profile, plotted aBIRR vs. Time,” was found for each feature such that
the energy predictions could be made based on feattwre. Figures 14(a) and 14(b) show the
MRR profile for the outer and inner geometry of #péral design, respectively.
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Figure 14 MRR profiles of all nine features (a) Three outer bezg, (b) Six inner features [44]

The profiles were found by calculating the MRRsregpective times for the start and end
coordinate pointsg, of individual features. Equation (1) was modified finding MRR values
for each point and the time was calculated basetth@muotient of arc length, s, per feature and

the feed ratd.

MRR(q) =d.o.c.(q) *w.o.cx f 4)
time(q) =<2 (5)

These profiles were broken down into desired sarsikes per featurd, such that a statistical
approach could be taken in making energy predistidihe value folN was a user-defined

arbitrary value.

Each feature shown in thdRR profile was broken into sample sizé§, where corresponding
infinitesimal energy predictions for each featurel @&ntry of the sample size were summed to
deduce the final predicted energy value. An illasbn of this method is shown in Figure 15
where the sample timelt, was calculated by dividing the total time pertéee, T, by sample
size,N. T was calculated by finding the difference of absoklime value of start and end points
from Equation (5). The sample time exists on thaesaxis as the general time axis because it is
a way of breaking the total time per featuFginto smaller components to take its sum at a late
step. For simplicity, the relationship betweeandN were considered to be linear for the scope

of this thesis.
T
At = S (6)
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Figure 15 Sample size, comparison (a) small& value, (b) largeN value [44]

Here,N=1000 was used since the predictions convergedairsiogle energy value foi values
equal to and above 1000. One can deduce that thesdasitivity is dependent on thievalue
from Figure 15, where a smallbrvalue would indicate a large#t value. This can potentially
result in loss of data sensitivity because infsiitgal data points are found less frequently for a
test case with small@t values. LargeN values, on the other hand, provide smallevalues for
more data samples. This was the case for the enpets; thus, a criticdl value was sought and
determined to be 1000 after a few iterations ofrtioelified Matlab energy prediction file. One
reason for a fairly highl value of 1000 may have been attributed to vaiighbit the data. Then,
a time row vectorto,, Was created with start and end times of zerotatad time per featurel,
with an increment offt shown as Equation (7) in Matlab syntax. The nundfendices for the
row vector was now equal to the designated sampée 8, where aMRR value was calculated
for each index.

Atyoy, = [0:AL: T (7
MRR(At,yy,) = Wx Aoy, + v (8)

An equation that represents eddRR profile was derived from the profile plots as eitla linear
function or a constant. Equation (8) representditiear function wherev andv are associated
constants per feature aMdRR(At,on) is the MRR value as a function of thét,,, indices.
Equation (4) is the global feature expression whigation (8) is the local expression in order to
account for the statistical approach of findingrinésimal points. Referring back to Figure 14,
an inclined line and a flat line indicated variableconstanMRRs, respectively. ThMRR(At,ow)
values were substituted into the modified spe@fiergy model from Equation (3) for multiple
indices. The specific energy model became a rowovexd E[ MRR(4t;,,)] with N indices which
was an array multiplied (.* = Matlab syntax) withetcorrespondin§yIRR(4t;o,) values and the
sample time sizeft, to obtain an average predicted energy row veEtgy, with N indices.Eqm
indices were then summed in order to obtain thal ffmergy prediction valu&,, per feature.

Egum = E[MRR (Atrow)]-* MRR(Atrow)-* At 9)
E, = Z Egyum (10)

The steps above are also applicable to conM&R sections but made significantly easier since
the MRR profile is given as a constant. Equation (11) @spnts a more summarized form of the
steps explained above where the constlnrtsl556 and = 1.475 are kept from Equation (3)
[49].

Ex=Nx*AtYY (k+b*MRR,,) (11)
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The same formula was used to calculate the eneragligions for all nine features in the design
and compared with the actual values obtained fiwarsix trials.

Section 2 Tool path [32]

The collaborative tool path project was conductedhsthat the newly proposed connectivity
algorithm was tested through empirical studies. rgpeconsumption was measured with
Yokogawa power monitoring equipment in order tced®ine the aggregate energy consumption
value for various tool paths as delineated in thigsequent subsections. Please note, this entire
section references a previous report written fagraduate level precision engineering course.
Please refer to [32] for additional informationsmsne details relevant to the specific purpose of
this individual project are neglected for the pug®of this thesis.

Section 2.a. Tool path comparison
Section 2.a.i. Bear design
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Figure 16 Bear design schematic [51]

Section 2.a.ii. Optimized connectivity algorithm
Section 2.a.ii.A. Vector field generation

The aim was to generate a vector field such thatstheamlines within the vector field were
coherent. This required the boundary to be alighesligh streamline connections that enabled a
low curvature. This was challenging since seveedtor fields limited the cohesiveness of the
streamline connections. This was ultimately restlog relaxing the requirements for the vertex
connectivity to allow for a higher tolerance of eobnce and curvature.

Section 2.a.ii.B. Streamline generation

() (b)
Figure 17 Bear tool path generation (a) Raw, (b) Streardline
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Once the vector field was generated, the birth tgsoivere chosen for new streamlines. As new
streamlines were being generated, any points withifixed distance from the previously
generated streamline vertices were chosen as théinth points for the subsequent streamline.
The very first set of birth points were considetedbe those near the outer boundary of the
vector field. This enabled the algorithm to genertite particular geometry as accurately as
possible. A limitation was set in the birth poimtermination algorithm where the most desirable
birth point candidate was determined based ondhewing criteria in order from most to least
importance:

* The birth point candidate to outer boundary distanas shortest
* The birth point candidate to nearby streamlineadise is shortest

* The birth point may cause a sharp turn of the path if combined with any future birth
candidate points

Section 2.a.ii.C. Connectivity data structure

The proposed connectivity algorithm was based amoae traditional optimization problem
called the Traveling Salesman Problem (TSP). Ttention of this study was to reduce the total
tool travel distance by finding the shortest tradisplacement possible between the starting and
ending coordinates. The TSP was modified to craakdodified TSP (MTSP) version for the
particular tool path project. In both the TSP and3W®, each node was considered to be
analogous to the “birth points” or “vertex” of tinewly generated streamlines from the previous
section. The distance between each vertex was daresi to be the cost of travel. Figure 18
portrays the MTSP approach. The streamline geoeratnd the connectivity algorithm were
conducted simultaneously in reality since the MT&®d the cost (distance) optimization
approach in combination with the three criterimadticed previously for finding an optimal birth
point.

Figure 18 TSP connectivity diagram [50]

Section 2.a.ii.D. Measurement

Other than the newly created tool paths using tB&screated by the proposed MTSP algorithm,
tool path CNC codes were generated and submittetiedéamachineshop for milling and in-
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process monitoring of energy consumption. Theseesodere generated using ESPRIT except
the EET CNC codes. In the EET cases, the tool path simulated using a software called

NCSim for validation purposes. Air cuts were testedrder to calibrate the Yokogawa power

meter's sampling rate in accordance to the expatahedesign. The aggregate energy
consumption values for each tested tool path weret in order to compare performance.

Section 2.b. Chord error comparison

Chord errorg, can be predicted analytically using the followewpations based on Figure 7:

e, = R — Rcos (%) =r (1 — cos (g)) (12)

whereR is the radiusg is an angle. For any angbe wheng is very small,
2

cosfp ~1—— (13)

2

One can combine Equations (12) and (13) to derive

R*at?
e, ~
r 8

(14)

Therefore, since the error was concerned with #tkus and the angle, it was proved that
either a large radiug, or a large angle would generate a large chord error.

In cases where is very small it could be approximated such tB&{ [

~, PiPix1 _ Fr
ax == (15)
Fr?
> (16)

whereP is the vertex coordinates of the chord line frolguFe 7 and~+ is the feed rate. If the
feed rate were high at a relatively sharp cornex @mall radius of curvature) the chord error
would be higher. Thus, if the feed rate is heldstant when machining a curve with sharp
corners it will degrade accuracy. As aforementigrtedse values will be predicted for three
different input parameters. The feature radRjssan be estimated from the input geometry.

Section 2.b.i. CAM default

The critical variable feed ratdsr, was the value automatically selected by ESPRITtier
particular tool radius chosen. Other tool pathsenmenosen to be Figure 9 (a) and (d) (from
Chapter 2, Section 2.b.iv.) due to the relativelyér energy consumption value from [33].

Section 2.b.ii. Energy optimized

At the time of project execution, the feed rd&tg,was chosen for the optimal energy value based
on the specific energy curve generated by Diaale{44]. Since the specific energy curve was
plotted based on thEIRR, it was possible to extract the feed rate fromdpgmal MRR value
along the x-axis interpolated with the specificrgiyey-axis and theloc and thewoc equal to the
tool radius of the process.
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Section 2.b.iii. Direct

The chord error was predicted for the proposed patth based on the feed rate found from the
aforementioned equations as an analytical predicBbwe to resource limitations with laboratory

equipment at the time, the chord error was assuméa accurate without the use of empirical

measurements. For the purposes of this thesis wiorge it was assumed in the introduction that
all products are made to a certain level of intggit will be neglected as a potential source of
major error. The error itself, however, will be iened in Chapter 5, Discussion, in order to

address any future avenues of improvement.
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Section 3 Process

The process level consists of projects such agtbduction cell energy assessment, process
utility consumption, and machine utilization withet Autodesk Process Analysis 360 software

Section 3.a. Production cell energy consumption (FE) [52]

This section underlays the code methodology thtetdid the power data for numerous processes
through multiple in-line loops in order to creaté&aoduced part” matrix. Each “produced part”
matrix represented a single process whereby aecuirae data was extracted for each part
matrix. The part matrices were consolidated inteth matrix in order to examine any selected
process.

Section 3.a.i. Setup

Using a comma separated value extension (.cswWrethlled CSVed, the given power data file
was organized for easy import of the time and spweding power values. Since the
MTConnect time standard was used as the compamygsistion method, the same 24-hour
scale was considered to sort the time data. These imported into Matlab where each time
entry was converted in terms of seconds with a mar value of 86400.000 seconds for the
24" hour. Furthermore, an overall matrix was consedatith two columns consisting of each
time entry and its associated power values faerfilig purposes.

Section 3.a.ii. Power filter

In order to filter the power values, minimum andximaum power threshold values were found
using blocks of actual data sets. A stable s@@egower value of the machine was found first in
order to differentiate process and standby timesgugeneral index counters and virtuzs
meta-counters to indicate the specific indices t@telated to the beginning and end of a
process. Table 1 shows an example of raw powemteguand meta-counter matrices using
proxy data for one process.

Power Proxy Data [W] Counter Meta-Counter (virtual)
3 1 1

4

5

6

7

7

3 7 2

Table T Example counter matrix construction using proayed

Considering 3W as thgS value, Counter gives the index value of 7 for $beond 3W but the
Meta-Counter indicates the second 3W as index &.ptwer values were rounded to the nearest
integer in order to simplify the computation. Althgh it may seem as though this will potentially
trim useful data, 3W was considerg8only if it was consistent for a few data pointende, the
rounding should only cause minimal errors. Workiragn the higher to lower level, the filtration
procedure was now narrowed to individual processlstg the power values in between the
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first and secondsS values, a “virtual part” matrix was created foriagée process. In cases
where the data acquisition was stopped before catioplof the part fabrication, the matrix was
considered invalid and nullified due to insuffidiedata. An exception to this rule was a
temporary break within the job with clear indicatiof a resumed job; in other words, although
the acquired time is not continuous, the power datmed consistent with other tested part
processes. This exception will be explained lasgpat of the final filtration loop.

Given that any single process must contain a pealepoutput above thgS value, the “virtual
part” matrix underwent another loop filter that cked for peak power values. As
aforementioned, a failsafe code was also implendettteeompensate for data flaws. In Table 2,
one can see an extended version of Table 1 whergetond 3W resides a few data points before
a continuous set of 3W values.

Power Proxy Data [W] Counter Meta-Counter (virtual)
3 1 1
4

5

6

7

7

3 7 2
4

4

4

5

3 12 3
3 13 4
3 14 5
3 15 6

Table 2 Extension of Table 1 with continuo®&S values

Until this point, the “virtual part” matrix was onbased on singI&S values that may represent
the beginning and end of a process that has pealerpoutputs. Unfortunately, because of
inconsistencies and uncertainties that exist inhim&ctools, it is possible to have multiple data
spikes or dips that may lead to loss of accuradhéndata analysis. In order to minimize this, it
was important to verify if this matrix was a “poteth part” via a continuouSS values test on top
of a single endin@S value test.

Another source of error was detected to be datad¢ipaesented incomplete processes. Even with
the above filtration steps, certain data sets niflyoe considered as a “potential part” as long as
they pass the above rules even if the total cyiole tvas significantly less than the factory’s
intended 20 seconds. These were named as “ghdst parthey were “potential parts” which
seemed like a real part, but was an incomplete pastly, as introduced earlier, since a specific
process may have had a job break where the timsplis but with consistent power trends, a
power trend test was performed on these “ghost’haktl “virtual parts” that passed the above
filters were considered “produced parts” and restmed in a cell matrix. These were used to
obtain more accurate process time data based drethiening and endingS values.
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Section 3.a.iii. Process time extraction
Time extraction was performed for three categasfesingle process power data:

» Continuous
» Date change
» Temporary stop/resumption

The first bullet is the most intuitive data set wéha single process was performed under normal
conditions during its operation. An example of atocwious data would have a process that
started at 46000.012 seconds and ended at 46018ea6dds. The majority of the data were
such data sets which involved a simple subtracbozompute the process time. The date change
data indicated a process that bridged a date chiamge Given a maximum time of 86400.000
seconds for the 24hour, a process may have been started at 86398eém®nds and finished at
00015.123 seconds. A simple subtraction for thgpest of data would yield a negative time
value which is extraneous. For this reason, theutaion was split as an addition of values
indicating the daily maximum time minus the procetat and the daily minimum (00000.000
seconds) plus the process finish. Similarly, thet tategory was also found by an addition of
before and after the break, but underwent an diration to extract out the break time within
the process. The extracted process time and paateneere then used to determine the factory’s
performance relative to their intended total cyeige and the resulting process power output.
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Section 3.a.iv. Programming logic

The programming logic is shown as a flow diagrantlie previous Section 3.a. subsections:
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Figure 19 Programming logic for PCEC
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Section 3.b. Process I/0O stream (PIOS) [53]

This project was a part of an ongoing effort f@odtware company to identify a process stream
for multiple industries. This thesis will focus ¢ime Food Processing Industry due to the data
availability and the author’s task.

Section 3.b.i. Industry identification

Due to the high dependency on data, it was es$datiind an industry that had an abundant
amount of data available. Example industries thatewinitially planned for investigation
included automotive, packaging, petroleum, texti@od, shipbuilding, food processing, and
railroad. Out of these industries, the food procgssndustry was chosen due to the data
availability for a variety of products and procesges/olved.

Section 3.b.ii. Product identification

After an optimal industry was identified, severabgucts were identified based on the fitness to
the purpose of the study. The study’s objective t@asapture an overall trend of the particular

industry. Factors such as generic process chaidseatimated line energy based on process
specifications were considered. Products withimalar sub-category such as orange juice and
milk were chosen in order to consider any similesior differences as well.

Section 3.b.iii. Process chain identification
Please refer to Chapter 3, Section 4.b.
Section 3.b.iv. Process identification

Processes would have been identified with the mochain identification at this stage. In order
to understand the process I/O stream, a specifindbwas established. The material and utility
input, value-added output, and waste were idedtif@ the level of data availability. When
available, the utility maximum ratings were repdrte

Section 3.c. Machine utilization (MU) [22]

The optimal utilization of a machining process d@na key driver of the overall operational
efficiency. Operational scheduling depends on regoschedules of each process. Machine
utilization can have categories such as procekes,ddtup, blocked, and downtime [22]. Machine
utilization can be used to save energy by enahlseggs to improve individual unit cycle times.
The Autodesk Process Analysis 360 software was @yegl for this study. Please note, the
project for this particular sub-section is sepafiade the process I/0O stream sub-section.
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Section 4 Assembly line/process chain
Section 4.a. Process chain identification (PIOS P$)i [53]

After the desired products were identified for gaeticular industry, process chains were sought
for each of the products. Since the purpose ofthdy was to identify a generic process chain,
more than one process chain was sought for a sprgiduct. The more sophisticated process
chain was chosen over the others. The process<hairdifferent products were compared in
order to derive a generic process chain for theistrg, which will be presented in the next
chapter.

Section 4.b. Line utilization (LU) [22]

Similar to Chapter 3, Section 3.c. a process airlyas to be performed for each process within
a process chain. These would then be displayed dmia in order to derive the line energy
consumption and identify any energy loss pointhiwithe process chain. If the energy loss root
is obvious at this level of data granularity, tHemther granularity is unnecessary. However,
most energy loss causes tend to be less obvioushvidr why an energy loss identification
method through an energy audit was proposed tosiigage facility and supplier production
operations using a high granularity of data.
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Chapter 4 Results

Please see subsequent, respective chapter anohsdati figure descriptions and discussions.

Section 1 Parameter

100
90 m Model ™mExp.1 M™Exp.2
E_ 80 - MExp.3 MWExp.4 Exp. 5
8 70 = Exp. 6
[=%
g 60
a2 50
c
8 40
g 30 -
g 20 -
L
10
0
1 2 3 4 5 6 4 8 9
Features

Figure 20 Energy consumption for predicted model and ghleziments with 97.4% confidence
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Section 2 Tool path

Figure 21 Raw surface finish for all four tool paths

Power Used, Important Data region

o : [t : -
0 1 2 3 4 5 (i} T 8
time: 10Hz

Power Used, Moving Average of important region

2600
2200
2000
1 BOG 5 K & L : & 3 5 L & & & £ £ . - r 4 £ s 4 r g 4 2 £ 4 : : ¥ A 4 ¢
0 1 2 3 4 5 6 T 8
time: 10Hz )
x10

Power Used, Moving Average of Specified region

Instantaneous Power Usednstantaneous Power Usednstantaneous Power Used
:

2500 1
2000
1500
1000
590. " P .
1 2 3 4 5 6 7 8
fime: 10Hz
x10

Figure 22 Contour-in data
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Figure 24 EET data
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Comparison of Total Energy
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Figure 2t Total energy consumption comparison
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. X Contour In Both EET
irection

L [mm] 1.67 0.45 0.57

S [mm] 1.70 0.45 0.57

R [mm] 2.61 1.11 2.45

@ [rad] 0.65 0.42 0.23

& [mm] 0.134 0.022 0.073

Table 3 Chord error prediction parameters

Total cycle time, T

[mins]

112
Contour In

47
X-Direction

28
EET

27

Optimized EET

Table 4 Total cycle time per tool path
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Energy, E

[kJ]

1424
Contour In

537
X-Direction

289
EET

257

Optimized EET

Table 5 Total energy consumed per tool path

Chord errorg,

[mm]

0.022
Contour In

0.134
X-Direction
EET 0.073

Optimized EET

Table 6 Predicted chord error per tool path
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Material Removal Raté/IRR

[mm3/min]
Contour In 480
X-Direction

1910
EET

2254

Optimized EET

Table 7 MRR involved per tool path
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Section 3 Process
Section 3.a. Production Cell Energy Consumption (PEC) [52]

Sample "Energy vs. Time" Plot for Machine 141
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Figure 27 Machine 141 sample energy consumption
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Figure 28 Machine 142 sample energy consumption
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Energy [T]

Sample "Energy vs. Time" Plot for Machine 157
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Sample Comparative "Energy vs. Time" Plot for Machine 157
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Figure 29 Machine 157 sample energy consumption

Sample "Energy vs. Time" Plot for Machine 158
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Figure 30 Machine 158 sample energy consumption
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Energy [J]

Sample "Energy vs. Time" Plot for Machine 157
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l

5 10 15 20 25 30
Samples [units] (2 samples/second)

Figure 31 Comparison of all machine using sample data sets
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Section 3.b. Process I/O stream (PIOS) [53]

Please refer to Appendix B for more processes

Parent / Child Hierarchy

—{ Pasteurization l

Physical
Washing

Radiowave
Sanitation

| Dust Removal

Figure 32 Sample parent/child hierarchy for a cleansingpss

Pasteurization Process
Processin Process Out

= Blenced = Cream Source » Presurized through imgsc ring i
homog=nizer

Processing Power: Total (motor + heater) 6kW approx.

Water Consumption: 150ml/s

Litility In

= Hot Waler

Figure 33 Sample process input/output stream for a pagi&ion process
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Section 3.c. Machine utization (hypothetical values) (MU]

Machine Utilization

- Producing - Idle Setup Time

Blocked - Downtime

Figure 3« Sample machine utilization visual [22]

Energy Consumption

e N <o

kWh/part [ 10

kwhiko | 20

10 20 30 40
Thousands

o

Figure 35 Sample energy consumption diagram with functiamads [22
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Section 4 Assembly line/process chain
Please refer to Appendix C for more process chains
Section 4.a. Process chain identification (PIOS P$)i [53]

Tromam——aa s ]
ﬂﬁ’i' | :.'||'_'|-|'_‘| r:"“:“-lﬁfl
L ]

Reczived Washing

Sanitation Shaping

Homigify

Frying Contral

Salting /

3 Cluality
Urying oL

Oil Draining - ; G
Seasoning Testing

-
- Process

== == = For General Potato Chips ‘ Decision Packaging

Orders Recelved

Figure 36 Sample process chain for a potato chip
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Section 4.a. Line Utilization (LU) [22]

Process Chain 1

.
. :I-.[)th —d — —_ & —b
Laser Cutting GMAW,, osic Hand Grinding
Process Chain 2
—
Plasma Arc Cutting GMAW,_ . ual GMAW,poic  Air Carbon Arc Cutting  Inspection

Figure 37: Sample process chain comparison

58020 kWh 42 28 hrs 75.8 %

2 58003 kWh 40 L 32 hrs 76.8 %

Table 8: Values for sample in Figure 37
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Chapter 5 Discussion
Section 1 Parameter [53]

Although the overall accuracy was determined to be very high, some data fluctuation was still
observed for the third trial. It can be seen from Figure 20 from Chapter 4, Section 1 that the third
trial had outlying values that were much greater or smaller than the values from other trials. This
meant that, despite a high accuracy value, the experiment was not quite precise since trial three
contained outlying values and led to questionable repeatability of the experiment. However, this
was suspected to only be a temporary problem caused by a long machine idle time during the
winter recession and a short warm-up cycle of the machine tool following it. Since the coolant
was on at full throttle during all experiments, no coolant/lubrication issues were suspected. For
this reason, it is recommended that all experiments during the energy data acquisition should be
more closely monitored such that machine tools are maintained and warmed-up in a consistent
manner to avoid data outliers.

The parameter level data is the most important in attempting to make a larger impact during this
proposed energy audit procedure. The continuous monitoring and auditing process is also a vital
component to this method when a parameter is changed for any reason. Examples when a
parameter maybe changed is during changes of the product, line reconfiguration with existing
and/or new process machinery, or changes in operation schedules. For each of these examples, it
is highly likely that parameters must be changed in order to meet the demand and requirements
of the production system. However, it is important for manufacturers to closely monitor their
production facilities and their suppliers in order to stay within compliance and regulatory
requirements of their entire enterprise, especially large ones who have a global supply chain base.

In finding an energy characteristic equation for a process, it is recommended to vary the input
parameters and configurations as much as possible for a wider coverage of possible
manufacturing configuration. For example, one may see that [49] had three variants to find a
specific energy based on empirical data. Due to limited experimental time, the particular model
was specifically for the application of the 6mm tool as aforementioned in the Methodology
section.

The parameter level change is expected to allow a refined, empirical method of suggesting
improvements when making energy audits for a facility since it will provide an optimal point
using a fitted curve through multiple energy consumption samples for a machine. By building on
[49] where they investigated a 2-axis process, this study's focus on a 3-axis process allows
potential users to be confident with this method of predicting the energy consumption and
making parameter-level changes with a confidence level of 95%. If this level of data granularity
is difficult to capture due to the facility or suppliers' circumstances, then it is recommended that
the user of this framework examine their system at the next level — Tool path level — to make the
greatest impact to their system.
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Section 2 Tool path [32]

Overall, the results were as expected where the tmog-consuming tool path, Contour-in,
showed the highest energy consumption value. Thenized energy-efficient tool path showed
the least amount of energy consumption of the foak paths tested. It is important to note that
without the parameter-level data granularity andtinuous data monitoring, the next level of
data granularity is required to test many variationhis will often take time to measure since
each test is a discrete testing procedure spetfithe particular tool path with the exact
parameters for the exclusive product. In returis thethod will cause a slower response time in
making changes to the overall energy consumptidoat®on effort. However, when necessary,
this method is recommended and preferred over & maicro-granular auditing level such as the
process and process chain level.

One may reasonably guess that, based on pastuierdool paths with less cycle time will
consume less energy. However, this statement dgrbersafely concluded if the parameters are
fixed. Based on this methodology, a production gamige with a machining process can use this
approach to generate an energy-optimized tool patbrder to manufacture their product
sustainably with consideration of precision, med$tamn factors such as chord error. One can
easily observe from Figure X that even though tiptinized EET achieved less energy
consumption values, the non-EET tool paths seemérhve the better surface finish, at least at
the macro-level that can be seen by the nakedveleout a microscope). However, even at this
level, which is assumed to be relatively granutarthe purposes of this thesis, many errors were
observed and inferred.

Some possible sources of errors were:

* measurement tool errors such as Abbé error whenwitrk piece was set on the
machining table

* Yokogawa power meter errors such as thermal edoesto human proximity and data
sensitivity associated with calibration and sangpliate

* machine tool vibration both external and self-eatodin causing variation in the energy
consumption due to imprecise tool path movement

» algorithmic errors from the streamline generatieferenced from UBC and the MTSP
approach

Other limitations include the lack of resourcesrneasure chord error, imprecision in placing the
work piece onto the table, and that the streamlisetor field generation algorithm was

proprietary information of the UBC research groliperefore, alternate streamline generation
algorithms were not considered in its generatiod anly the MTSP method could have been
modified, when necessatry.
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Section 3 Process
Section 3.a. Production cell energy consumption (PCEC) [52]

All machines, overall, performed in-line with thacfory’s intended total cycle time of 20
seconds. The author’'s main task in this project twasse energy data in order to describe the
process. One way of doing this was by proving thatactual cycle time was within the desired
cycle time of 20 seconds. As mentioned above, tloegssing time was approximately 15
seconds for all machines. If their setup times wetended to be 5 seconds, then this would
indicate that they were able to meet their exagtipction goal with an average peak processing
power of 8W per process for each machine. Assatiptecessing energy values, which are
proportional to power values for individual machindue to similar trends, can be calculated
through integration of power over time for indivadyprocesses. Further points of improvement,
however, can also be seen. Since the Machine 1'¥@ etas much shorter than the other curves
based on Figure 5, it can be concluded that itehahaller sampling rate. The factory strived for
an acquisition sampling rate of 2 samples/secorstas in Machines 141, 142, and 158, but 157
was recorded with a sampling rate of 1 sample/stcdhis may indicate procedural flaws in
data acquisition, which affects the energy perforcesevaluation.

Furthermore, Machines 142 and 157 had negative pwalees which were considered to be
extraneous; hence, the closest positive value akentto be the end of the process. Although it
is possible to have negative power values basdtiencquisition setup, given that the machine
and acquisition device setup was the same forratigsses, it was also considered as extraneous
data caused by procedural and/or possible mecHaiteees inherent within the process. A
particular production error could not be identifielikarly. One possible error was the power
meter itself, but it was assumed that measurenmrditons were under normal conditions.

Machines 141 and 158, on the contrary, did not l@yenegative values, but did show data dips
near the end of the process. Machine 158, in peaticalso showed power spikes. These dips
and spikes could simply indicate machine perforreamzonsistencies, but may also be an
indication that the particular machines are in neédnaintenance. Since the dips and spikes
consistently existed within the data files for resjve machines, it is possible that this could be
a service maintenance problem rather than an inh&kerance of the machine, invalidating the
above argument of possible mechanical flaws. Ifrttantenance cause is deemed true, it may
pose avenues of improvement in regards to thergstmaintenance schedule of the machines.
With more stabilized data, free of spontaneous paly@s and spikes, a more accurate analysis
can be made in regards to processing power. Howerercan see that the peak power output is
near the beginning of every machine. This is ong taconfirm that the process and power
trends are in-parallel with each other since th@aintool-work piece engagement tends to
require the highest amount of processing poweaforachine tool. For this reason, the dips and
spikes problem may be considered as a minor isstieibigger picture.

Although not directly relevant to the power vs. ¢iretudy, it is interesting to see that power
values can be used to determine whether a parhfmdtg has failed to complete its entire

production cycle or if there was a temporary brdaking the production. It was apparent that
most skipped times occurred around the same timefraf each day for all machines that
indicated, for example, possible lunch breaks it shanges. This information, however, was
unavailable from the data source. There are liioitat to the accuracy of this hypothesis,
however, since it is difficult to accurately ass#ss work performance of the factory without
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knowledge such as holidays and break policies. é&s@mple, it is common for automated

machines to be unattended while in operation; hetiege should not be any temporary stops
during the day caused by worker breaks. Howevenmay be a factory policy that a machine

should be attended at all times. It could also ntbahthe data acquisition was not set up for
automatic assessment, requiring someone to inthi@tacquisition process manually.

Section 3.b. Process 1/O stream (P1OYS) [53]

After the general processes were created for theifspfood types, each process was grouped
into common processes as a parent/child hierafagyre 32 from Chapter 4, Section 3.b. shows
the representative visual of the final product. Thédd processes all had information on input
and output materials, waste, utilities, and utileyels as aforementioned. These were organized
into a four box format with the utility consumpti¢evels in the middle as a separate section as
shown in Figure 33 from Chapter 4, Section 3.bafpasteurization process.

The utility consumption values were found for egmtocess machinery, when available.

However, when found, the values were based on madpecifications or ratings given by the

manual. For this level and within the scope of finigject, the ratings were considered sufficient
as long as another acquisition method was assumeld as the previous Production Cell

subsection. This subsection emphasizes, insteattheodata organization and visualization since
much of the concept is also achieved in a tradifi@emergy auditing methodology.

Section 3.c. Machine utilization (M U)

This subsection emphasized the use of a commereaiadlilable software tool for the prediction

of machine utilization as it also relates back tee tProduction Cell subsection. As

aforementioned, a machine may be monitored forggneonsumption whereby the data is post-
processed into operations categories. The autha iweolved in the early stages of the

collaborative project proposal for a Computer-Aideesign software company for the further
development of their process analysis product. ptogluct was developed in order to serve
customers with needs to analyze their efficiencthwgiven requirements, predict any changes,
and simulate for optimal scheduling of the par@cuprocess. Ideally, a target user of the
proposed energy auditing framework may attempt @ilization of the process level data

granularity by combining aspects of the above tistdesections.
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Section 4 Process chain
Section 4.a. Process chain identification (PIOS Plus) [53]

The particular task for the process chain was twegge an industry table with processes for
various industries as aforementioned in Chapte®e®tion 3.b. and 4.a. The food processing
industry investigation consisted of defining soméhe process chains involved within a factory
level. The process chains typically included adlpst from orders received to packaging where
orders were prepared for shipment or storage. M@area@fter creating a general process chain
for a specific type of food, the utilities used aheé consumption levels of these utilities were
explored. Data was collected by first researchinguéa process chains of a specific food product
such as a basic potato chip and moving a levekteigate chip production process chains. After
completing a few general food chains, the resultsted to show an industry trend that
represented a similar sequence of processes. Anpdgageneric process chain was shown in
Figure 36 from Chapter 4, Section 4.a. (re-showovigefor chip production. Specific processes
were grouped into common processes and organized anhigher level process chain to
represent entire food processing industry trendsvefal specific foods were researched
including potato chips, ice cream, frozen pizzastyy, bread, milk, orange juice, beer, and hard-
liquor. These represented foods with various maocegsses including fried products, frozen
products, bread products, and both non-alcoholit @ooholic beverage products. A literature
search was conducted to find information on eadihefe process chains. Furthermore, after the
construction of the respective process chains, pemtess was investigated for input and output
materials, waste, utilities, and the utility congion levels.

. Food L o Slicing/ 1 .
Sanitation 1N g Shaping '
‘

Baking &5
Humidity -
Control

Orders Recelved
- Process -
== == = ForGeneral Potato Chips * Decision Packaging

Figure 36 Sample process chain for a potato chip
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The process chain was organized such that a manrtgacan select the stages they would like
to use, and as long as they follow a similar segeethey would be able to produce their
products. A similar approach can be applied for ihegposes of this thesis where the process
chains were visualized and organized such that faeturers can more easily decide to monitor
a particular process within the process chain foergy auditing purposes. In fact, boxes
surrounded by red dashed lines in Figure 36 ar¢htomost basic form of potato chips. In the
potato chip case, some chips are just baked at; fnence, the decision box. More sophisticated
potato chip production is possible with an additarrsubstitution of other processes into Figure
36. For example, further investigation for chipsowhd that chips with different cultural
background such as those with Asian flavors haveeteps due to different raw materials such
as shrimp chips. However, a factory visit to CalBeeerica for inquiries on their shrimp chips
gave a notion that the general underlying processewn in Figure 36 were still very similar
and valid, albeit different raw materials and sea&sp choices [54]. For this reason, it was
deemed that extra investigation on chips productidher than potato-based chips was
unnecessary.

Although the general process chain contained opiecesses that were not always used by
individual manufacturers for the potato chip exaenpther specific food process chains seemed
to have similar processes across common food metoudas. For this reason, the general
process chain was equivalent to the specific foodcgss chains themselves for other
investigated food types. In fact, the ice creancess chain did not have a generalized version
due to the similar processes that exist betweerefralessert products including sherbets and
sorbets.

Section 4.b. Line utilization (L U)

Similar to Chapter 5, Section 3.c., each of theegss breakdowns were presented as a process
chain in order to simulate the total line utilizatiand energy consumption based on each of the
operations categories. This subsection serves as twavisualize a process chain energy
consumption based on the categories for usersitotgmsparency over their facility's energy
usage. Much of the process and process chain batel granularity is similar to currently
existing energy auditing methodologies. The valddea of these sections is in the predictive
and visual aspect provided by the aforementiongdltseand software.

55



Chapter 6 Conclusion
Section 1 Summary of work

As new regulations and compliance measures enceyragluction enterprises to manufacture
products in more environmentally-benign methodsijsitimportant for these enterprises to
monitor and understand their supply chain moresparently. Moreover, in cases where they
recognize a problem, it is of utmost importancetfam to execute mitigation strategies as early
as possible to avoid missing opportunities. Incedasansparency of energy losses at facilities
and suppliers could be a key factor for enterprigesuggest effective energy consumption
improvements that can create a large positive itnfiache entire system. This thesis was a
consolidation of multiple projects that the auth@ms been associated with, with regards to
reduction of energy consumption at manufacturinggremises. The thesis proposes a guideline
that production enterprises can utilize in ordemtprove upon their traditional energy auditing
methods using data with higher granularity and tlsamore real-time. Data become more
granular as acquisition and post-process levelease in specificity of a facility; i.e., from
process chain to process parameter level. Thdairealeomponent implies to a frequent iteration
and that change enablers are given opportunitiésititate improvement with a faster response
time after a continuous energy audit instead okeddmg on data and reports made by discrete
energy audits applicable to the point in time of tieport regeneration. The thesis (guideline)
was broken down into four levels: parameter, taahp process, and process chain. Each level
contained energy consumption projects, which haenltadapted for the guideline's purposes.

Section 2 Guidelinelevels

The parameter and tool path levels have impactherprocess plan change aspects. Although
these levels require more data to be collected @edented in order to suggest a refined
improvement plan during the audit, it is considetedave a more precise and large impact to
the entire enterprise in lessening the systemagecgy consumption.

The parameter level energy consumption was coresidr have the highest data granularity;
hence, having the most potential for providing tamgest impact. Machining processes are
executed based on set parameters by the operatoi) are commands sent from the line
managers or process planners as referenced ineF&gtnom Chapter 1, Section 3.a. Although
each processes and machining configuration hasra, Imaechanical top-and-bottom limit,
tremendous effort and resources are needed tdHendptimal set of parameters that can satisfy
the product specifications as well as environmerggulations and compliance simultaneously.
The parameter level referenced an energy modetlatadn project for a 3-axis machining
process. The project itself was based on previouk Wy [49] for a 2-axis machining process.
The result was an energy characterization curvechwivas tested with a 3-axis machining
process in order to determine the model and gaoeratethodology's validity. For the particular
model and its generation methodology, a 95% contiddevel was achieved.

The tool path level is less ideal for the purposdsfurther breaking down the energy
consumption and loss points, but it was consider®dhe next macro-granular level of data
possible. In a collaborative project for finding anergy-efficient tool path for a 2.5-axis
machining process, multiple tool paths were tedtadits energy consumption value. The
standard notion of manufacturers is to assumeeheatgy consumption is higher for tool paths
that contain more passes since the overall cyohe tis increased. This makes the machine
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vulnerable to higher energy consumption due toetbagated processing time where processing
and embodied energy can both affect the energyeaince of a process. A new tool path
generation algorithm was proposed during this ptogs part of an example solution to making
energy consumption improvements for production rpniges, especially with milling processes.
The MTSP algorithm utilized an optimization approeao connect broken down streamlines
within a specified geometry. A bear cutout was used test case in order to capture data for
four tool path types where two were pre-determitoed paths from previous literature, and the
other two were: (1) commonly used parameters censtd energy-efficient and (2) optimized
parameters based on an energy characterization whith is generated ideally from the
parameter level. The results showed that the OE&], i fact, the most energy efficient, but the
surface integrity was sub-par. There was a secgnc@mponent to this particular project in
relation to precision engineering with chord erduring a milling process. However, it was
apparent from the naked eye that the OEET meralyighed less energy consumption and sub-
par surface integrity. Nonetheless, the level déddmpanularity provided through acquisition and
post-processing at the tool path level will allomange enablers to make a fair impact while the
continuous monitoring also enables frequent chaagestesting in order to determine the most
optimal tool path for a specified product design.

The process and process chain levels were condiderbave more impact to the operations
scheduling change aspects. These levels requisedibga, but the act of making energy streams
more transparent was less impactful. For the p@rpdghis thesis's value addition, these levels
were presented in order to suggest data post-miocgsvisualization, and organization
methodologies.

The process level was based on three differenegisij production cell, process input/output
stream, and machine utilization. Production celipatia Matlab script in order to separate the
energy consumption per operational category suckeaigp time, processing time, etc. of a
machine(s) within a production cell. Please reterAppendix A for an example script. The
process input/output stream was part of a colldh@andustrial project in order to investigate
example energy requirements for machinery in mieltipdustries. The author's project realm
included the food processing industry. Multiple gwots and its manufacturing processes were
investigated in order to determine the energy gaiased on the machinery specifications. This
project was presented in the thesis for the pumpadevisualization and organization. The
machine utilization project was also a part of datmrative industrial project. The author
participated in the initial proposal stage whermythsed process analysis software to analyze the
process's utilization and categorize that undepecic operational breakdown such as the
production cell project. The output of this projeghs a method to visualize the machine
utilization and potentially estimate the energy stonption per operational category for the
purposes of predicting the process's energy consompThe post-processing aspect was
emphasized during the production cell project tgirothe Matlab script.

The process chain level consisted of higher lewélthe process level projects. This was the
level with least data granularity. This level whe teast ideal during the thesis's proposition for
an improved energy auditing method to increasesparency. Since it is very similar to the
existing energy auditing level of data granularttye author's value addition was placed on the
data visualization and organization method. Thecgse chain versions of the aforementioned
process I/O stream and machine utilization weradou
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Each level contained an inherent argument for tiesd- data being acquired (monitored)
frequently in order to make multiple iterationsarshort amount of time. It is critical to have
real-time data for a quicker response time by tha&nge enablers in order to make the most
impact per change without the delay from an enerxglit report.
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Section 3 Futurework

Although each level of data was a composition efghor level of data, the error for each level
was assumed to be discrete. In reality, each levehnalysis would contain an inherent
uncertainty or error associated with its data set a propagation to the error of the entire
experiment or a higher level system. For this reagas important to incorporate a level-to-level
uncertainty analysis and error propagation metraglolsuch as those in [55] in order to
determine the overall uncertainty for the systematiergy audit results in the future. Moreover,
a facility-level analysis addition would also ad@gsion to the audit and analysis since indirect
items were excluded from the audit; i.e., heatiwentilation, air conditioning, and building
certifications such as LEED. This would enable tordiand change enablers of the enterprise to
suggest improvements more accurately since thesdada that are only associated indirectly to
the previous levels of data sets. Although levélsigher data granularity such as parameter and
tool path levels are less applicable, it would fteriesting to observe any implications or effects
caused by the data quality of energy ratings glwethe manufacturers of different components.
Some audits may include and depend on energy satingt are given by the component
manufacturers of process machinery. However, iimportant to note the possible errors
associated with the given energy ratings in theifipations.

Finally, this audit can provide a comprehensivaniaork for production enterprises if it
incorporates all TBL factors: economic, environnaénand social. Due the limited availability
of data and undefined nature of some social fatdta sets, the energy audit approach was taken
first. For this reason, further expansion of thenfework into other factors is highly desirable.
With the consideration of all TBL factors, it alepens possibilities to research for a TBL-based
benchmarking methodology while enabling comparodet losses within their value chain and
make corrections/improvements where necessarydardo maintain a green-competitiveness
edge.
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Appendix Program Codes
Appendix A Energy Model Validation (EMV) Matlab Script

%% Material Removal Rate Predictive Tool for Z-[@hien

%% Ellipse

a = 54.845; % Major Axis Radius with offset

b = 35.45; % Minor Axis Radius with offset

PeriElli = pi*(3*(a+b)-sqrt(3*a*2+10*a*b+3*b"2)); AJsing Ramanujan Prediction Method
ArcPerChange = PeriElli/4; % mm

AvgSlotfz = 164/60; % mm/s

EndMilldiam = 4; % mm with offset

deOfCul =1 * EndMilldiam;

wiOfCu = 6; % mm

MRRFull = deOfCul * wiOfCu * AvgSlotfz;

deOfCu2 = 0.5 * EndMilldiam;

MRRHalf = deOfCu2 * wiOfCu * AvgSlotfz;

deOfCu3 = 0 * EndMilldiam;

MRRZero = deOfCu3 * wiOfCu * AvgSlotfz;
TimePerChangel = (ArcPerChange/AvgSlotfz);
TimePerChange2 = 2 * (ArcPerChange/AvgSlotfz);
timeOuter = [0, TimePerChangel, TimePerChangel(TishePerChangel *
2)+TimePerChange2]

MRRzOuter = [MRRFull, MRRHalf, MRRHalf, MRRZero]
plot(timeOuter,MRRzOuter)

grid on

title('Spiral MRR - Features 1-3")

xlabel('Time (seconds))

ylabel(MRR (mm~3/s)")

legend('Variable MRR")

%% Spiral

ArcLengthMatrix = [(57.85+48.63)/2,(57.85+48.63)5%.11+48)/2,...
(46.80+37.44)/2,(39.48+30.58)/2,(39.48+30.583&289+30.09)/2,...
(28.11+18.90)/2];

TimePerChangeMatrix = ArcLengthMatrix ./ AvgSlotfz,

timelnnerStart = timeOuter(end) + 15.37; % [sec]

A = timelnnerStart + TimePerChangeMatrix(1);

B = A+TimePerChangeMatrix(2);

C = B+TimePerChangeMatrix(3);

D = C+TimePerChangeMatrix(4);

E = D+TimePerChangeMatrix(5);

F = E+TimePerChangeMatrix(6);

G = F+TimePerChangeMatrix(7);

H = G+TimePerChangeMatrix(8);

timelnner = [timelnnerStart,A,B,C,D,F,H]

deOfCu4 = 0.75*EndMilldiam;
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deOfCu5 = 0.25*EndMilldiam;

deOfCu6 = 0.125*EndMilldiam;

MRRThQu = deOfCu4 * wiOfCu * AvgSlotfz;
MRRQu = deOfCu5 * wiOfCu * AvgSlotfz;
MRREIi = deOfCu6 * wiOfCu * AvgSlotfz;
MRRzInner = [MRRFul, MRRThQu,MRRThQu,MRRHalf, MRRHaVIRRQu,MRRZero]
plot(timelnner, MRRzInner)

grid on

title('Spiral MRR - Features 4-9")
xlabel('Time (seconds))

ylabel(MRR (mm~3/s)")

legend('Variable MRR")

hold off

%% Outer Cut

% 1st Pass

timeOuterSampT1 = timeOuter(2)-timeOuter(1);

N =[1,2,5,8,9,10,20,timeOuterSampT1,50,100,200,5000,10000];
deltaTl = timeOuterSampT1./N;

EC60uterT1 = zeros(length(N),1);

for k = 1:length(N)
delT_row = [0:deltaT1(k):timeOuterSampT1]; %gde time in [sec]
MRROuterT1_Proto = -1.250 .* delT_row + 65.6;
MRROuterT1 = smooth(MRROuterT1_Proto,'moving’);
SpecEnergy6mmOuterT1 = 1556 .* (1./MRROuter¥11)475;
EC60uterT1(k) = sum(SpecEnergy6mmOuterT1 .* R@RiterT1' .* deltaT1(k)));
end
display(EC60uterT1)

EC60uterT1Actl = 46457,
EC60uterT1Act2 = 45705;
EC60uterT1Act3 = 51425;
EC60uterT1Act4 = 46358,
EC60uterT1Act5 = 46555;
EC60uterT1Act6 = 43150;
PercErrormmOT1 = zeros(length(EC60uterT1),6);
for d = 1:length(EC60uterT1)
PercErrormmOT1(d,1) = ((EC60uterT1Actl - EC6£T1(d))./EC60uterT1Actl).*100;
end

for s = 1:length(EC60uterT1)
PercErrormmOT1(s,2) = ((EC60uterT1Act2 - EC&DUL(S))./EC60uterT1Act2).*100;
end

for x = 1:length(EC60uterT1)
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PercErroremmOT1(x,3) = ((EC60uterT1Act3 - EC6U1(x))./EC60uterT1Act3).*100;
end

for y = 1L:length(EC60uterT1)
PercErrormmOT1(y,4) = ((EC60uterT1Act4 - EC&DU1(y))./EC60uterT1Act4).*100;
end

fort = 1:length(EC60uterT1)
PercErrormmOT1(t,5) = (EC60uterT1Act5 - EC68U1(t))./EC60uterT1Act5).*100;
end

for u = 1:length(EC60uterT1)
PercErrormmOT1(u,6) = (EC60uterT1Act6 - EC6£T1(u))./EC60uterT1Act6).*100;
end

display(PercError6mmOT1)

%%

% 2nd Pass

timeOuterSampT2 = timeOuter(3)-timeOuter(2);

MRROuterT2 = 32.8;

SpecEnergy6mmOuterT2 = 1556 .* (1./MRROuterT2)475;

EC60uterT2 = sum(SpecEnergy6mmOuterT2 .* MRROutetT@2neOuterSampT2);
display(EC60uterT?2)

EC60uterT2Actl = 37140;
PercErroremmQOT2 = zeros(length(EC60uterT2),6);
PercErroremmOT2(1,1) = ((EC60uterT2Actl - EC60uBEC60uterT2Act1)*100;

EC60uterT2Act2 = 38210;
PercErroremmQOT2(1,2) = ((EC60uterT2Act2 - EC60uBEC60uterT2Act2)*100;

EC60uterT2Act3 = 41752,
PercErrorommOT2(1,3) = ((EC60uterT2Act3 - EC60UBIEC60uterT2Act3)*100;

EC60uterT2Act4 = 40294,
PercErrormmOT2(1,4) = ((EC60uterT2Act4 - EC60URIEC60uterT2Act4)*100;

EC60uterT2Act5 = 38296;
PercErrorommOT2(1,5) = ((EC60uterT2Act5 - EC60UBIEC60uterT2Act5)*100;

EC60uterT2Act6 = 37596;
PercErroremmOT2(1,6) = (EC60uterT2Act6 - EC60UBIEC60uterT2Act6)*100;

display(PercErroremmOT2)
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%%

% 3rd Pass

timeOuterSampT3 = timeOuter(4)-timeOuter(3);

N =[1,2,5,8,9,10,20,50,timeOuterSampT3,100,200,8010,2000];
deltaT3 = timeOuterSampT3./N;

EC60uterT3 = zeros(length(N),1);

for k = 1:length(N)
delT_row = [0:deltaT3(Kk):timeOuterSampT3]; %gde time in [sec]
MRROuterT3_Proto = -0.6249 .* delT_row + 65.6;
MRROuterT3 = smooth(MRROuterT3_Proto,'moving’);
SpecEnergyémmOuterT3 = 1556 .* (1./MRROuter¥31)475;
EC60uterT3(k) = sum(SpecEnergy6mmOuterT3 .* RRiterT3' .* deltaT3(k)));
end
display(EC60uterT3)

EC60uterT3Actl = 82181;
EC60uterT3Act2 = 79630;
EC60uterT3Act3 = 88217;
EC60uterT3Act4 = 81646;
EC60uterT3Act5 = 80064;
EC60uterT3Act6 = 80685;
PercErroremmOT3 = zeros(length(EC60uterT3),6);
for d = 1:length(EC60uterT3)
PercErrormmOT3(d,1) = (EC60uterT3Actl - EC613(d))/EC60uterT3Act1)*100;
end

for s = 1:length(EC60uterT3)
PercErroremmOT3(s,2) = (EC60uterT3Act2 - EC&DU3(s))./EC60uterT3Act2).*100;
end

for x = 1:length(EC60uterT3)
PercErrormmOT3(x,3) = (EC60uterT3Act3 - EC&T3(x))./EC60uterT3Act3).*100;
end

for y = 1L:length(EC60uterT3)
PercErroremmOT3(y,4) = ((EC60uterT3Act4 - EC&T3(y))./EC60uterT3Act4).*100;
end

for t = 1:length(EC60uterT3)
PercErrormmOT3(t,5) = (EC60uterT3Act5 - EC6T3(t))./EC60uterT3Act5).*100;
end

for u = 1:length(EC60uterT3)

PercErrormmOT3(u,6) = ((EC60uterT3Act6 - EC6DT3(u))./EC60uterT3Act6).*100;
end
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display(PercErrorcmmOT3)

%% Inner Cut

% 1st Pass

timelnnerSampT1 = timelnner(2)-timelnner(1);

N =[1,2,5,8,9,10,timelnnerSampT1,20,50,100,200,5000,10000];
deltaT1 = timelnnerSampT1./N;

EC6InnerT1 = zeros(length(N),1);

for k = 1:length(N)
delT_row = [0:deltaT1(Kk):timelnnerSampT1]; %rgade time in [sec]
MRRInnerT1_Proto = -0.8420 .* delT_row + 65.6;
MRRInnerT1 = smooth(MRRInnerT1_Proto,'moving’);
SpecEnergyémminnerT1 = 1556 .* (1./MRRInner#11.475;
EC6InnerT1(k) = sum(SpecEnergyémminnerT1 .* RIferT1' .* deltaT1(k)));
end
display(EC6InnerT1)

EC6InnerT1Actl = 32204,
EC6InnerT1Act2 = 30512;
EC6InnerT1Act3 = 34476;
EC6InnerT1Act4 = 32181,
EC6InnerT1Act5 = 32265;
EC6InnerT1Act6 = 32313;
PercErrormmIT1 = zeros(length(EC6InnerT1),6);
for d = 1:length(EC6InnerT1)
PercErrormmIT1(d,1) = ((EC6InnerT1Actl - EQ&nT1(d))/EC6InnerT1Act1)*100;
end

for s = 1:length(EC6InnerT1)
PercErrormmIT1(s,2) = ((EC6InnerT1Act2 - EG&#nl'1(s))./EC6InnerT1Act2).*100;
end

for x = 1:length(EC6InnerT1)
PercErrormmIT1(x,3) = ((EC6InnerT1Act3 - ECeémT1(x))./EC6InnerT1Act3).*100;
end

fory = L:length(EC6InnerT1)
PercErrormmIT1(y,4) = ((EC6InnerT1Act4 - ECeénT1(y))./EC6InnerT1Act4).*100;
end

for t = 1:length(EC6InnerT1)

PercErrormmIT1(t,5) = (EC6InnerT1Act5 - ECednT1(t))./EC6InnerT1Act5).*100;
end
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for u = 1:length(EC6InnerT1)
PercErrormmIT1(u,6) = ((EC6InnerT1Act6 - EQ&nT1(u))./EC6InnerT1Act6).*100;
end

display(PercErrormmiT1)

%%
% 2nd Pass
timelnnerSampT2 = timelnner(3)-timelnner(2);

MRRInnerT2 = 49.2;

SpecEnergyémminnerT2 = 1556 .* (1./MRRInnerT2) 475,

EC6InnerT2 = sum(SpecEnergyémminnerT2 .* MRRInnefTimelnnerSampT2);
display(EC6InnerT2)

EC6InnerT2Actl = 31824,
PercErrormmIT2 = zeros(length(EC6InnerT2),6);
PercErrormmIT2(1,1) = ((EC6InnerT2Actl - EC6INn2YECG6InnerT2Act1)*100;

EC6InnerT2Act2 = 31890;
PercErrormmIT2(1,2) = ((EC6InnerT2Act2 - EC6INn2YECG6InnerT2Act2)*100;

EC6InnerT2Act3 = 33803;
PercErrormmIT2(1,3) = ((EC6InnerT2Act3 - EC6INn2YECG6InnerT2Act3)*100;

EC6InnerT2Act4 = 32051,
PercErrormmIT2(1,4) = ((EC6InnerT2Act4 - EC6INnn2YECG6InnerT2Act4)*100;

EC6InnerT2Act5 = 30473,;
PercErrormmIT2(1,5) = ((EC6InnerT2Act5 - EC6INn2YECG6InnerT2Act5)*100;

EC6InnerT2Act6 = 30233;
PercErrormmIT2(1,6) = ((EC6InnerT2Act6 - EC6INNZY/EC6InnerT2Act6)*100;

display(PercErrormmiT2)

%%

% 3rd Pass

timelnnerSampT3 = timelnner(4)-timelnner(3);

N =[1,2,5,8,9,10,timelnnerSampT3,20,50,100,200,5000,2000];
deltaT3 = timelnnerSampT3./N;

EC6InnerT3 = zeros(length(N),1);

for k = 1:length(N)
delT_row = [0:deltaT3(Kk):timelnnerSampT3]; %rgade time in [sec]
MRRInnerT3_Proto = -0.8529 .* delT_row + 82.43;
MRRInnerT3 = smooth(MRRInnerT3_Proto,'moving’);
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SpecEnergyémminnerT3 = 1556 .* (1./MRRInner#31.475;

EC6InnerT3(k) = sum(SpecEnergyémminnerT3 .* RIfherT3' .* deltaT3(k)));
end
display(EC6InnerT3)

EC6InnerT3Actl = 32790;
EC6InnerT3Act2 = 32959;
EC6InnerT3Act3 = 34627,
EC6InnerT3Act4 = 32756;
EC6InnerT3Act5 = 34598;
EC6InnerT3Act6 = 34512;
PercErrormmIT3 = zeros(length(EC6InnerT3),6);
for d = 1:length(EC6InnerT3)
PercErrormmIT3(d,1) = (EC6InnerT3Actl - EQ&nT3(d))/EC6InnerT3Act1)*100;
end

for s = 1:length(EC6InnerT3)
PercErrormmIT3(s,2) = ((EC6InnerT3Act2 - EQ&nl 3(s))./EC6InnerT3Act2).*100;
end

for x = 1:length(EC6InnerT3)
PercErroremmlIT3(x,3) = ((EC6InnerT3Act3 - ECaémT3(x))./EC6InnerT3Act3).*100;
end

for y = 1L:length(EC6InnerT3)
PercErroremmlIT3(y,4) = ((EC6InnerT3Act4 - ECaémT3(y))./EC6InnerT3Act4).*100;
end

for t = 1:length(EC6InnerT3)
PercErrorommIT3(t,5) = ((EC6InnerT3Act5 - ECeémT 3(t))./EC6InnerT3Act5).*100;
end

for u = 1:length(EC6InnerT3)
PercErrormmIT3(u,6) = (EC6InnerT3Act6 - EQ&nT3(u))./EC6InnerT3Act6).*100;
end

display(PercErrormmiT3)

%%

% 4th Pass

timelnnerSampT4 = timelnner(5)-timelnner(4);
MRRInnerT4 = 32.8;

SpecEnergyémminnerT4 = 1556 .* (1./MRRInnerT4) 475,
EC6InnerT4 = sum(SpecEnergyémminnerT4 .* MRRInnefTémelnnerSampT4);
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display(EC6InnerT4)

EC6InnerT4Actl = 22117,
PercErrormmIT4 = zeros(length(EC6InnerT4),6);
PercErrormmIT4(1,1) = ((EC6InnerT4Actl - EC6Inné)Y/EC6InnerT4Act1)*100;

EC6InnerT4Act2 = 23578;
PercErrormmIT4(1,2) = ((EC6InnerT4Act2 - EC6Inné)/EC6InnerT4Act2)*100;

EC6InnerT4Act3 = 26480;
PercErrormmIT4(1,3) = ((EC6InnerT4Act3 - EC6Inné)/EC6InnerT4Act3)*100;

EC6InnerT4Act4 = 21931,
PercErrormmIT4(1,4) = ((EC6InnerT4Act4 - EC6Inné)/EC6InnerT4Act4)*100;

EC6InnerT4Act5 = 22089;
PercErrormmIT4(1,5) = ((EC6InnerT4Act5 - EC6Inné)/EC6InnerT4Act5)*100;

EC6InnerT4Act6 = 22117,
PercErrormmIT4(1,6) = ((EC6InnerT4Act6 - EC6Inné)Y/EC6InnerT4Act6)*100;

display(PercErrormmiT4)

%%

% 5th Pass

timelnnerSampT5 = timelnner(6) - timelnner(5);

N =11,2,5,8,9,10,timelnnerSampT5,20,50,100,200,5000];
deltaT5 = timelnnerSampT5./N;

EC6InnerT5 = zeros(length(N),1);

for k = 1:length(N)
delT_row = [0:deltaT5(k):timelnnerSampT5]; %rgae time in [sec]
MRRInnerT5_Proto = -0.6398 .* delT_row + 79.887
MRRInnerT5 = smooth(MRRInnerT5_Proto,'moving’);
SpecEnergyémminnerT5 = 1556 .* (1./MRRInner#s).475;
EC6InnerT5(k) = sum(SpecEnergyémminnerT5 .* RIferTS' .* deltaT5(k)));
end
display(EC6InnerT5)

EC6InnerT5Act1 = 39540;
EC6InnerT5Act2 = 38016;
EC6InnerT5Act3 = 38178;
EC6InnerT5Act4 = 39260;
EC6InnerT5Act5 = 39269;
EC6InnerT5Act6 = 38928;
PercErrormmIT5 = zeros(length(EC6InnerT5),6);
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for d = 1:length(EC6InnerT5)
PercErrormmIT5(d,1) = ((EC6InnerT5Actl - EQ&nT5(d))/EC6InnerT5Act1)*100;
end

for s = 1:length(EC6InnerT5)
PercErrormmIT5(s,2) = ((EC6InnerT5Act2 - EG&nI5(s))./EC6InnerT5Act2).*100;
end

for x = 1:length(EC6InnerT5)
PercErrormmIT5(x,3) = ((EC6InnerT5Act3 - ECeémT5(X))./EC6InnerT5Act3).*100;
end

for y = 1L:length(EC6InnerT5)
PercErrormmIT5(y,4) = ((EC6InnerT5Act4 - ECeémT5(y))./EC6InnerT5Act4).*100;
end

for t = 1:length(EC6InnerT5)
PercErrorommIT5(t,5) = ((EC6InnerT5Act5 - ECeémT5(t))./EC6InnerT5Act5).*100;
end

for u = 1:length(EC6InnerT5)
PercErroremmIT5(u,6) = ((EC6InnerT5Act6 - EQ&nT5(u))./EC6InnerT5Act6).*100;
end

display(PercErroremmiIT5)

%%

% 6th Pass

timelnnerSampT6 = timelnner(7) - timelnner(6);

N =11,2,5,8,timelnnerSampT6,9,10,20,50,100,200,5000];
deltaT6 = timelnnerSampT6./N;

EC6InnerT6 = zeros(length(N),1);

for k = 1:length(N)
delT_row = [0:deltaT6(Kk):timelnnerSampT6]; %rgade time in [sec]
MRRInnerT6_Proto = -0.7729 .* delT_row + 93.094
MRRInnerT6 = smooth(MRRInnerT6_Proto,'moving’);
SpecEnergyémminnerT6 = 1556 .* (1./MRRInner#6).475;
EC6InnerT6(k) = sum(SpecEnergyémminnerT6 .* RIferT6' .* deltaT6(K)));
end
display(EC6InnerT6)

EC6InnerT6Actl = 31978;
EC6InnerT6Act2 = 31895;
EC6InnerT6Act3 = 33336;
EC6InnerT6Act4 = 31707,
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EC6InnerT6Act5 = 30445;
EC6InnerT6Act6 = 30646;
PercErrormmIT6 = zeros(length(EC6InnerT6),6);
for d = 1:length(EC6InnerT6)
PercErrormmIT6(d,1) = (EC6InnerT6Actl - EQ&nT6(d))/EC6INnnerT6Act1)*100;
end

for s = 1:length(EC6InnerT6)
PercErrormmIT6(s,2) = ((EC6InnerT6Act2 - EG&NI6(s))./EC6InnerT6Act2).*100;
end

for x = 1:length(EC6InnerT6)
PercErrormmIT6(x,3) = ((EC6InnerT6Act3 - ECeémT6(X))./EC6InnerT6Act3).*100;
end

for y = 1L:length(EC6InnerT6)
PercErrormmIT6(y,4) = ((EC6InnerT6Act4 - ECeémT6(y))./EC6InnerT6Act4).*100;
end

for t = 1:length(EC6InnerT6)
PercErrorommIT6(t,5) = ((EC6InnerT6Act5 - ECeémT6(t))./EC6InnerT6ACt5).*100;
end

for u = 1:length(EC6InnerT6)
PercErrormmlIT6(u,6) = ((EC6InnerT6Act6 - EQ&nT6(u))./EC6InnerT6Act6).*100;
end

display(PercErrorcmmiIT6)

%% Energy Consumption Bar Graph

ECOT1 = [EC60uterT1(end), EC60uterT1Actl, EC60utédi2, EC60uterT1Act3,
EC60uterT1Act4, EC60uterT1Act5, EC60uterT1Act6];

ECOT2 = [EC60uterT2(end), EC60uterT2Actl, EC60u2&dt2, EC60uterT2Act3,
EC60uterT2Act4, EC60uterT2Act5, EC60uterT2Act6];

ECOT3 = [EC60uterT3(end), EC60uterT3Actl, EC60uUB&dt2, EC60uterT3Act3,
EC60uterT3Act4, EC60uterT3Act5, EC60uterT3Act6];

ECIT1 = [EC6InnerT1(end), EC6InnerT1Actl, EC6InnkAETt2, EC6InnerT1Act3,
EC6InnerT1Act4, EC6InnerT1Act5, EC6InnerT1Act6];

ECIT2 = [EC6InnerT2(end), EC6InnerT2Actl, EC6Inn2Att2, EC6InnerT1Act3,
EC6InnerT1Act4, EC6InnerT2Act5, EC6InnerT2Act6];

ECIT3 = [EC6InnerT3(end), EC6InnerT3Actl, EC6Inn&ATt2, EC6InnerT1Act3,
EC6InnerT1Act4, EC6InnerT3Act5, EC6InnerT3Act6];

ECIT4 = [EC6InnerT4(end), EC6InnerT4Actl, EC6InnéAtt2, EC6InnerT1Act3,
EC6InnerT1Act4, EC6InnerT4Act5, EC6InnerT4Act6];

ECIT5 = [EC6InnerT5(end), EC6InnerT5Actl, EC6InneAtt2, EC6InnerT1Act3,
EC6InnerT1Act4, EC6InnerT5Act5, EC6InnerT5ACt6];
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ECIT6 = [EC6InnerT6(end), EC6InnerT6Actl, EC6Inn@ATt2, EC6InnerT1Act3,

EC6InnerT1Act4, EC6InnerT6Act5, EC6InnerT6ACt6];

EnergyConsump = cat(1,ECOT1,ECOT2,ECOT3,ECIT1,ECHTIT3,ECIT4,ECITS,...
ECIT6);

xlswrite('EnergyConsumption_copy.xIs',EnergyConsymp

%% Min, Max, and Mean of Aggregate

min((cell2mat({PercErrorcmmOT1(end,:), PercError6@mn,
PercErroremmOT3(end,:),PercErroremmIT1(end,:),PemBmmIT2,PercErroremmiT3(end,:),
PercErrormmiT4,...

PercErrormmIT5(end,:),PercErrormmIT6(end)))})
max((cell2mat({PercErrorcmmQOT1(end,:), PercError6dinz,
PercErrormmOT3(end,:),PercErrorcmmIT1(end,:),PemBmmIT2,PercErroremmiT3(end,:),
PercErrormmiT4,...

PercErrormmIT5(end,:),PercErrormmIT6(end)))})
mean((cell2Zmat({PercErrormmOT1(end,:), PercErrar@di 2,
PercErroremmOT3(end,:),PercErroremmIiT1(end,:),PemBmmIT2,PercErroremmiT3(end,:),
PercErrorommlT4,...

PercErrormmIT5(end,:),PercErrormmIT6(end)))})

%% Min, Max, and Mean Per Feature
minPerFeature = [min(PercErrormmOT1(end,:)), meén¢ErrorcmmOT2(end,:)),
min(PercErrorémmOT3(end,:)), min(PercErroremmITHe)), min(PercErrormmIT2(end,?)),
min(PercErrorémmIT3(end,:)),...

min(PercErrorémmliT4(end,:)), min(PercError6mis(dnd,:)),
min(PercErrorémmIT6(end,:))]
maxPerFeature = [max(PercErrormmOT1(end,:)), mexcfBroremmOT2(end,:)),
max(PercErrormmOT3(end,:)), max(PercErroremmliTd(8)) max(PercErrormmliT2(end,:)),
max(PercError6mmlIT3(end,:)),...

max(PercErrorémmIiT4(end,:)), max(PercErrorémb{énd,:)),
max(PercErrorémmliT6(end,:))]
meanPerFeature = [mean(PercErroremmOT1(end,:)n{ReecErroremmOT2(end,:)),
mean(PercErrormmOT3(end,:)), mean(PercErroremneiid,()),
mean(PercErrormmIT2(end,:)), mean(PercError6 mndia()),...

mean(PercErrormmIT4(end,:)), mean(PercError6rdiend,:)),
mean(PercErrormmIT6(end,:))]
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Appendix B Product Cell Energy Consumption (PCEC) Matlab Script

% Import Test File
[Power] = csvread('141new.csV', 1, 3, [1,3,13943p7,

% Please note, this script block will produce awresince the directory
% information is deleted for privacy protectionseass.

%% Hour Column Import - Raw

% Convert to seconds

[Raw_1] = csvread('141new.csv', 1, O, [1,0,139407,
Hours = Raw_1 .* 3600;

%% Minute Column Import - Raw

% Convert to seconds

[Raw_2] = csvread('141new.csv', 1, 1, [1,1,13941)}7,
Minutes = Raw_2 .* 60;

%% Second Column Import
[Raw_3] = csvread('141new.csV', 1, 2, [1,2,13942P}7,

%% Sort
SecondsNet = Hours + Minutes + Raw_3;
NetData = horzcat(SecondsNet, Power);

%% Short Testing

%% Test Data Declaration

NetData Test 1 = NetData(1:60, :);
NetData Test 2 = NetData(41:100,:);

%% Test_1
keyIndices = find(NetData_Test_1<4),
keylndNorm = keylIndices - 60;
for s = 1:length(keylndNorm)
p =s+1,
if p <= length(keylndNorm)
X =p;
if (keylndNorm(x) - keylndNorm(s) > 2) &&letData_Test 1(keylndNorm(x)+1, 2)) < 4)
k=s-1;
y=K
display(y)
display(x)
display(s)
expMatl = NetData_Test_1(keylndNornkgylndNorm(x), :)
xlswrite('l41Analysis_Test 3.xlIs'.expg&éSheetl’,'Al")
end
end

79



end

%% Test_2
keylndices = find(NetData_Test_2<4);
keylndNorm = keylIndices - 60;
for s = 1:length(keylndNorm)
p = s+1;
if p <= length(keylndNorm)
X =p;
if (keylndNorm(x) - keylndNorm(s) > 2) &&NletData_Test 2(keylndNorm(x)+1, 2)) < 4)
k=s-1,
y=k
display(y)
display(x)
display(s)
expMat2 = NetData_Test_2(keylndNornkgylindNorm(x), :)
xlswrite('141Analysis_Test_3.xlIs',expgRéSheet2','Al")
end
end
end

%% Concatenation Testing
%% Declaration
NetData_ Test = NetData(1:100,:);

%% Test with Concatenation
keyindices = find(NetData_Test<4);
keylndNorm = keylIndices - 100;

expMat = {};
for s = 1:length(keylndNorm)
p =s+1;
if p <= length(keylndNorm)
X=p;
if (keylndNorm(x) - keylndNorm(s) > 2) &&letData_Test(keylndNorm(x)+1, 2)) < 4)
k =s-2;
y=k;
display(y)
display(x)
display(s)

expMat3 = NetData_Test(keylndNorm(yylkelNorm(x), :)
expMat = {cell2mat(expMat) expMat3}
end
end
end
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%% Plotting/Export if desired

Trendl = cell2Zmat(expMat(1));

Trend2 = cell2Zmat(expMat(2));
subplot(2,1,1); plot(Trend1(:,1), Trend1(:,2))
subplot(2,1,2); plot(Trend2(:,1), Trend2(:,2))
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Appendix C Process | nput/Output Stream (P10OS)
1. Forming/Shaping

Parent / Child Hierarchy

Forming / _[ Slicing
Shaping _[ Peeling

I

|
4[ Kneading ]
—[ Extraction ]
4{ Molding ]
—[ Hardening ]
4{ Grinding ]

2. Mixing

Parent / Child Hierarchy

—[ Blending
—[ Fortifying
4[ Mashing
—[ Reconstitution
4[ Homogenization ]

Mixing

S S SRR SR

3. Food Addition/Subtraction

Parent / Child Hierarchy

Food Addition / —[ Topping
Subtraction _[

]
Flavoring |
4{ Seasoning ]
| Concentration |
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4, Heating / Cooling

5. Growth

6. Packaging

Parent / Child Hierarchy

Cooling

Heating /

Cooling

Freezing

Frying

Drying

Baking

Humidity
Control

—

Parent / Child Hierarchy

—{___ Aging

—[ Fermentation
Proving
——  Malting
—————  Brewing

| Distillation

]
]
|
]
]
]

Parent / Child Hierarchy

_[

Filling

Packaging

]

_[

Bottling

]
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Appendix D Process Chain Stream (PIOS Plus)
1. Ice creani56], [71]-[80]

Orders
Received

Blending § | Pasteurization . Homogenization

: Cooli
Freezing Flavoring ﬁil:: /

Quality

Hardening o

Packaging

- Orders Received

- Process

2. Pizza with optional freezing optidb7], [81]-[85]

Orders .
Received Topping Ealel ¢ Slicing / Shaping

Packaging Tosting

- Orders Received

B Process

- Optional Process
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3. Orange juicd59], [77], [102], [104]-[107]

Cleaning /
Grading

Quality .
Control Packaging Pasteurization

Orders Received

- Process

Extraction Concentration

4. Industry trend

Orders

Received mmpl Cieaning |::> qumi!'!g,’ =5 Mixing

Shaping

e et Food Addition / Temperature
PRGRE <:| Subtraction @ Girayth <:| Change
- Orders Received Continuous or
Discrete
- Process Processes
> Handling Quality Control
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5. Pastry[77], [86]-[90]

Orders o . .
ﬁmewed : Slicing / Shaping ; Baking

Secondary
Packaging Slicing /
Shaping

Quality
Testing

Orders Received

Process

Optional Process

6. Bread[84], [91]-[98]

Ingredient Mixing /
Formulation Kneading

e I o B

Packaging

Fermentation

First

Molding Pr g

Second

] Slici _ e
Proving ICHE Freezing

- Orders Received

- Process

- Optional Process
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7. Milk [99]-[104]

Separation Fortifying Pasteurization

- Orders Received

- Process

8. Beer[108]-[112]

Orders .
Received Malting ' Brewing

- Orders Received

- Process
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9. Whiskey[113]-[116]

Orders

Received Cleaning Malting 3 Grinding

M‘M

Packaging - Orders Received

- Process
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