
Low Voltage Analog to Digital Converter Design in
90nm CMOS

Simone Gambini
Jan M. Rabaey

Electrical Engineering and Computer Sciences
University of California at Berkeley

Technical Report No. UCB/EECS-2007-17

http://www.eecs.berkeley.edu/Pubs/TechRpts/2007/EECS-2007-17.html

January 18, 2007



Copyright © 2007, by the author(s).
All rights reserved.

 
Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission.



Design of Low-Voltage Analog To Digital Converter in

submicron CMOS

by Simone Gambini

Research Project

Submitted to the Department of Electrical Engineering and Computer Sciences,

University of California at Berkeley, in partial satisfaction of the requirements for

the degree ofMaster of Science, Plan II.

Approval for the Report and Comprehensive Examination:

Committee:

Jan M. Rabaey

Research Advisor

Date

* * * * * *

Bernhard E.Boser

Second Reader

Date



Acknowledgements

These first two years in Berkeley have been an intense time. Many people helped

me survinving through them. I wish to thank my advisor, Prof.Jan Rabaey for

suggesting the topic of this work. Thanks also to Prof.Alberto Sangiovanni for

advising my research during my first year, and to Prof.Boser for serving as the

second reader of this thesis.

I also wish to thank my colleagues at (or formerly at) BWRC, Nate,Brian,Johan,

Louis, Mubaraq and Dave, and everyone else, for dispensing both useful design

insigths and enjoyable lunch breaks.

The time spent with Peter Haldi, Luca DeNardis and Davide Guermandi during

the last year was great. Thanks to Davide and to Luca DeNardisthe after-lunch

coffee breakhas become an habit at the center. Davide will be definetely be

longed for , being simulateneously one of the best circuit designers I ever met

and the most reliable Cadence support that ever appeared at the center. The

italian community in Berkeley, and especially Lorenzo, Alessandro, Max, Alex

(l’)Abete,Andrea, Fabrizio and Alvise has not only provided a roster of team-

mates for several unsuccessfull soccer teams, but also a refuge where I could feel

less of a stranger.

My family and my friends in Italy have never been any farther than when I was

still living in their same city. My mother Silvia, my brotherFrancesco, as well as

Stefano, Lorenzo, Marco, Federico,Sara, Antonio and all the others, kept me up

to date with events across the ocean on an almost daily basis,and made me feel a

less drastic departure.

And by no means last in importance, my girlfriend Marta. I mether while I was

completing the design described in chapter 4. At that time,many testified that the

due to underestimated workload, I was as close as I have ever been to becoming a

homeless person. She prevented me from rolling down the finalsteps and moving

to People’s Park, and became a part of my life I can’t do without. I hope I will

never have to loose this addiction to her that I developed.



Contents

1 Introduction 9

1.1 Background on radios for wireless sensor networks developed in

the picoradio project . . . . . . . . . . . . . . . . . . . . . . . . 11

1.1.1 Converter performance requirements . . . . . . . . . . . . 12

1.2 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . 16

2 Design considerations for low-voltage analog/mixed-signal circuits 17

2.1 Process Technology . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1.1 MOSFET model . . . . . . . . . . . . . . . . . . . . . . 18

2.1.2 Small signal gain and capacitance . . . . . . . . . . . . . 19

2.1.3 Thermal Noise . . . . . . . . . . . . . . . . . . . . . . . 27

2.1.4 Gain-Speed Tradeoff . . . . . . . . . . . . . . . . . . . . 28

2.2 Switches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2.1 Switch Conductance Model . . . . . . . . . . . . . . . . 29

3



2.2.2 Charge Injection . . . . . . . . . . . . . . . . . . . . . . 31

2.2.3 Charge Leakage . . . . . . . . . . . . . . . . . . . . . . 32

2.2.4 Sampling distortion simulations . . . . . . . . . . . . . . 33

2.3 Circuit design limitations . . . . . . . . . . . . . . . . . . . . . . 38

2.3.1 Thermal Noise . . . . . . . . . . . . . . . . . . . . . . . 38

2.3.2 Device mismatch . . . . . . . . . . . . . . . . . . . . . . 40

2.3.3 Operational amplifier scaling . . . . . . . . . . . . . . . . 40

2.3.4 Other building blocks . . . . . . . . . . . . . . . . . . . . 50

2.4 Converter Architecture selection . . . . . . . . . . . . . . . . . .53

3 Implementation I: a .5V, 6b, 1.5MS/s successive approximation con-

verter 57

3.1 Converter architecture . . . . . . . . . . . . . . . . . . . . . . . . 57

3.2 Sampling Network design . . . . . . . . . . . . . . . . . . . . . . 58

3.3 Digital to Analog Converter . . . . . . . . . . . . . . . . . . . . . 59

3.4 Comparator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3.5 Digital Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.6 Measurement results . . . . . . . . . . . . . . . . . . . . . . . . 65

3.7 Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.8 Power Dissipation . . . . . . . . . . . . . . . . . . . . . . . . . . 71



3.9 Comparison with previous work . . . . . . . . . . . . . . . . . . 72

3.10 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4 Implementation II: a .5V,6b,1MS/s successive approximation converter

with embedded automatic gain control 77

4.1 Radio Receiver overview . . . . . . . . . . . . . . . . . . . . . . 78

4.2 Sampling network . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.3 Comparator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.3.1 Calibration . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.4 Digital Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.5 Clock Generator . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.6 Band Gap Reference . . . . . . . . . . . . . . . . . . . . . . . . 87

4.6.1 Core Bandgap design . . . . . . . . . . . . . . . . . . . . 88

4.6.2 Compensation . . . . . . . . . . . . . . . . . . . . . . . 91

4.6.3 Simulated Band-Gap Performance . . . . . . . . . . . . . 91

4.7 Chip Floorplan and layout . . . . . . . . . . . . . . . . . . . . . 92

4.8 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 93

4.8.1 Offset Calibration . . . . . . . . . . . . . . . . . . . . . . 96

4.8.2 Variable Gain Function . . . . . . . . . . . . . . . . . . . 97

4.8.3 Static Linearity . . . . . . . . . . . . . . . . . . . . . . . 97



4.8.4 Dynamic Performance . . . . . . . . . . . . . . . . . . . 99

4.8.5 Robustness toVdd . . . . . . . . . . . . . . . . . . . . . . 100

4.8.6 Power Dissipation . . . . . . . . . . . . . . . . . . . . . 102

4.8.7 Comparison with literature . . . . . . . . . . . . . . . . . 103

5 Implementation III: a .65V,100KS/sΣ − ∆ modulator 105

5.1 Motivation and specifications . . . . . . . . . . . . . . . . . . . . 105

5.2 High level modulator implementation choices . . . . . . . . .. . 107

5.3 Project philosophy . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.4 MATLAB modeling environment . . . . . . . . . . . . . . . . . . 109

5.4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.4.2 Object Oriented Modulator Model . . . . . . . . . . . . . 109

5.4.3 Integration Step . . . . . . . . . . . . . . . . . . . . . . . 110

5.4.4 Model Validation . . . . . . . . . . . . . . . . . . . . . . 113

5.4.5 Modulator Model . . . . . . . . . . . . . . . . . . . . . . 115

5.5 Loop Filter Design . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.6 Circuit Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

5.6.1 Sampling Network . . . . . . . . . . . . . . . . . . . . . 119

5.6.2 Integrator design and optimization . . . . . . . . . . . . . 119

5.6.3 Second and Third Integrators . . . . . . . . . . . . . . . . 126



5.6.4 Comparator . . . . . . . . . . . . . . . . . . . . . . . . . 126

5.6.5 Clock Generation and distribution . . . . . . . . . . . . . 126

5.6.6 Bias Circuits and programmability . . . . . . . . . . . . . 127

5.7 Chip Floorplan and layout . . . . . . . . . . . . . . . . . . . . . 128

5.8 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . 130

5.8.1 Test Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 130

5.8.2 Single tone tests . . . . . . . . . . . . . . . . . . . . . . 130

5.8.3 Interference Rejection . . . . . . . . . . . . . . . . . . . 130

5.9 Conclusions and comparison with literature . . . . . . . . . .. . 134

6 Conclusions and final considerations 137

A Linearity Analysis of a Trit-Based DAC 141

B Analysis of Capacitance Mismatch Induced offset in a regenerative

latch 145





Chapter 1

Introduction

With Moore’s law driving the cost of a square millimiter of silicon steadily down,

the economic potential for electronics to become ubiquitous has appeared. In the

last ten years,portable devices such as cell-phones,PDAs or laptops have first made

their appareance in the market, to then continuously support increased function-

ality andintelligence. While the current spread of such devices is of the order of

one or two per person(1),it is natural to think that the ongoing decrease of cost will

enable electronic devices to be present in the environment with densities of tens,

or maybe hundreds, per person. Such devices would not necessarily be allocated

substantial computation power individually; however, when allowed to commu-

nicate, they could perform useful tasks such as online environment monitoring

and response, distributed computation and similia. To minimize deployment cost

and effort and minimize network adaptability and lifetime,the interconnection

amongst nodes should happen over the air, without requiringany wiring. The

electronic system described above is a Wireless Sensor Network(WSN)( [1], [2]).

The major obstacle to the massive deployment of Wireless Sensor Networks has

to do with power. Power dissipation dictates battery size, which has usually a sub-

stantial impact on electronic system size. Achieving a small enough size will be(

and already is ) in turn one of the discriminating factors in deciding wether such

1At least in so-called developed countries
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dense networks of electronic components will be a reality.

The ultimate choice in reduction of battery size is the removal of the battery, and

the usage of circumstant environment as an energy source. This paradigm is usu-

ally referred to as energy scavenging( [3]). Miniature vibration-to-electrical, or

heat to electrical power converters subject of ongoing research are expected to be

able to provide an average power in the order of tens of microwatts,introducing an

extremely tight power constraints on any system using them as a primary power

source.

Part of the power reduction necessary to meet the scavengingrequirement can

come fromfunctionality redistribution:in a large enough network system-level

optimizations can be exploited to ensure functionality,even in the case where in-

dividual nodes do not have large computational capabilities. The power savings

obtainable through such system level decisions are howevernot sufficient to break

the scavenging barrier, and must be reinforced with circuit-level innovations.

A sector where improvements in the state of art were necessary is the radio link.

The observation that communication power, would most likely dominate the total

node budget motivated several research efforts, includingthat of Otis,Chee,Pletcher

and Prof.Rabaey at Berkeley, that of Cook,Molnar and Prof. Pister still at Berke-

ley and most recently, that of Gyselick and Ryckaert at IMEC.These efforts aimed

at reducing the communication power to an extent where it would not be a concern

for the total budget.

For different reasons, however,not all of these works addresses the design of the

A/D converter. In [4], a UWB system is considered, where signal bandwidth and

data-rate are large and power can be reduced through duty-cycling. An A/D con-

verter with moderate power consumption and fast turn-on time provides therefore

a viable solution. In [5] and in [6], FSK modulation is used, so that an ADC is not

required neither for demodulation nor for synchronization.

For the system proposed in [7] instead, conversion of baseband signals into the

digital domain enables the implementation of channel estimation and timing ac-

quisition routines in digital. As described in [8], this results in shorter packet

headers and lower system energy.

The design of an A/D converter suitable for sensor network radios is the topic of



this work. As we show in a following section, the specifications of a converter de-

signed to be used in a radio system are different than those typically described in

previous low-power data converter literature, which mostly target kilohertz-range,

high resolution sensing applications.

In addition to meet the specifications dictated by cooperation with the radio, the

converter should operate from an operating supply as low as possible, to facilitate

integration with low-voltage, power efficient digital circuits. Therefore, results of

this thesis also highligth some of the challenge that designers will face as technol-

ogy nodes keep progressing.

1.1 Background on radios for wireless sensor net-

works developed in the picoradio project

The converter systems designed in this work were conceived as being comple-

mentary to the radios described in [9] and in [10]. Table 1.1 reports the key per-

formance figures of these RF front-ends. These receivers operate according to

different principles, even though their design was driven by the common goal of

eliminating the power hungry local oscillator and using envelope-detection down-

conversion. When this approach is taken, the major difficulty is to provide enough

RF gain to suppress the high noise figure of the envelope detector. In a tuned-RF

architecture ( [9]), the gain is provided by conventional tuned-amplifiers; since

providing RF gain is expensive, however, a sharp power-sensitivity tradeoff is

present.

Super-regeneration( [10] ) on the other hand, allows to get very high RF gain by

periodically modulating the loop-gain of a tuned oscillator. The baseband output

of a receiver employing this architecture is a pulse-width-modulated signal, where

the pulse duration depends logarithmically on the input signal. This pulse width

modulated signal contains strong tones at the harmonics of the quench frequency.

In [10], these tones are filtered by a third order Butterworthresponse to relax A/D

conversion specification.



[9] [10]

Architecture Tuned RF SuperRegenerative

Sensitivity -78dBm -100dBm

Maximum Data Rate 100 Kbps 20Kbps

Modulation type OOK OOK

Power Dissipation 3mW 400µW

Table 1.1: Performance Summary for On-Off Keyed(OOK) wireless sensor net-

works radios

1.1.1 Converter performance requirements

In this section, we derive specifications for analog-to-digital converters to be

used in wireless sensor receivers. These specifications areobtained through a

MATLAB-based system-level analysis.First, radio [9] is considered.

The graph in figure 1.1 reports bit-error-rate versus ADC resolution for the radio

receiver in [9].This graph was obtained by simulating in MATLAB a simple model

of the front-end, including digitazion and matched filtering2. For 50Kbs comuni-

cation,an 8-bits,750KS/s converter seems to provide satisfactory performance(BER=3e-

3 @ -72dBm RF input, the simulated sensitivity limit). Similar performance can

be achieved by preceding a 6-bits ADC with a 25dB gain stage. This gain stage

should be made programmable to accomodate large inputs or interferers. This

choice is regarded in [8] as suboptimal, as the training of a PGA would increase

packet length and hence system energy consumption. Anotherset of constraints

on ADC performance comes from the digital synchronization algorithm [8]. The

algorithm assumes each packet bears a known header of 7 bits,and is based on a

cross-correlation scheme. The digitized output of the receiver is oversampled by a

factor of K and correlated against the upsampled version of the header sequence.

From the properties of auto-correlation functions, the exact sampling interval can

be estimated by the argmax of this cross-correlation.

2(Note that these figures are somewhat pessimistic because slicing was performed without

prior timing acquisition, so the matched-filter output is sampled with an unknown delay w.r.t. the

optimal instant )
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Figure 1.1: Simulated Bit Error of receiver in [9] versus ADCnumber of bits for

data reception

The ADC introduces two non-idealities on this process: first, the finite ampli-

tude resolution perturbates the calculation of the correlation peak; second, the

finite timing resolution (K choices per bit interval are available instead of the

whole continuum) results in quantization of the optimal estimated instant. Ac-

cording to [8] an ADC with 8 bits of resolution and 500KS/s sampling rate is

sufficient with large margin. MATLAB simulations of the whole receiver chain,

however, indicated the the amplitude resolution can be reduced to 6 bits without

loss of performance(see figures 1.2-1.3) while sampling rate cannot be reduced

below 500KS/s(OSR=5). A similar analysis can also be performed for the super-

regenerative radio receiver of [10]3. Figure 1.4 shows the results the results of a

series of behavioral simulations where bit-error rate is measured against versus

ADC resolution at the simulated sensitivity level of -87dBm. The resulting min-

imum resoluion for data reception is again 6 bits, with a reduced samplign rate

requirement of200KS/s(for 20Kbps data communication) . The requirements

induced by the synchronization algorithm are similar to those of the previous ra-

dio. Table 1.2 reports the specifications derived for the companion converters of

both receivers.

3A different front-end model is needed for this analysis
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Radio [9] [10]

Resolution 8 bits(no AGC)/6 bits(25dB AGC) 6 bits

Sampling Rate 1MS/s 100KS/s

Power Dissipation (Pd) ≤ 100µW ≤ 40µW

Table 1.2: Summary of converter specifications



1.2 Thesis organization

In the next chapters, the realization of the specifications in table 1.2 is described.

Chapter 2 covers the chosen design methodology, and introduces the main chal-

lenges for low-voltage,low-power designs in fineline technologies, namely re-

duced signal swing, reduced switchRoff/Ron ratio and degraded amplifier gain.

The rest of this work describes the implementation of three different converters.

In chapter 3, a first prototype successive approximation converter that resolves 6

bits at 1.5MS/s is described. Underestimated digital leakage dominates the power

budget of this converter, which still consumes only14µW from a 0.5V supply.

In chapter 4, a revised 6 bits, 1MS/s successive approximation converter is de-

scribed. This converter, which incorporates reference generation and distribution

and is equipped with a mixed signal offset-cancellation routine, consumes17µW

of which only 6µWs are spent in the ADC core. Chapter 6 finally describes

an experimentalΣ − ∆ modulator, designed to perform digital pulse width de-

modulation for the super-regenerative receiver [10]. Thisconverter uses low-gain

operational amplifier to minimize flicker an thermal noise and achieves over 65dB

dynamic range in 50KHz bandiwdth, while dissipating27µW . Conclusions are

drawn in chapter 6.



Chapter 2

Design considerations for

low-voltage analog/mixed-signal

circuits

In this chapter, we develop a framework to perform low-power,low-voltage de-

sign. As a first step,we fit a current mode compact model to the active devices

available in this process. After briefly discussing the fundamental limitations of

analog design, i.e. thermal noise and device mismatch, we analyze the bottlenecks

in the design of the principal mixed-signal building blockssuch as switches, com-

parators and operational amplifiers at low operating supplies, identifying the ma-

jor challenges and devising possible strategies to overcome them.

Finally, we move one step forward in the abstraction hierarchy to consider power

efficient converter architectures.

2.1 Process Technology

The designs described in this thesis were realized using a 90nm feature size CMOS

technology with a peak transition frequencyf
(max)
t of the order of 100GHz. At

17



the MHz operating frequencies used in this work, the ratiof
(max)
t /Fs is a few

tens of thousands; even if we restrict ourselves to the caseVdd = 0.5V , the

peakft remains of the order of the tens of GHz and the aforementionedratio a

few thousands. Clearly, the process intrinsic speed capabilities are almost infi-

nite compared to the applications needs. The increased baseline speed however,

is accompanied by lower device intrinsic gain due to shorterchannel length and

by decreased stacking capability, and hence per amplifier-stage gain, due to re-

duced supply. Furthermore, gate and drain leakage and flicker noise are much in-

creased. These characteristics naturally favor high-speed applications with small

signal swings and small precision requirements (i.e. RF circuits ). In a certain

sense, as the process gets faster, the minimum frequency at which it can be effi-

ciently used quickly increases. This trend is bound to continue/worsen over the

next technological nodes, and is already inducing some fundamental change in the

way analog circuits are designed [11].

2.1.1 MOSFET model

Throughout this work, we use a current-based MOSFET model known as ACM

model [12]. This model bears a high degree of resemblance to the EKV [13]

model, with which it shares the current-based approach. It is our belief that this

category of models is better suited to represent the intrinsic active device char-

acteristics in the weak and moderate inversion regions, that are typically used in

low-power design.Also, a current-based model more closelyreflects the practice

of circuit design, in which devices are more often current biased than voltage bi-

ased.



10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Drain Current(A)

G
at

e 
S

ou
rc

e 
V

ol
ta

ge
(V

)

Simulated,W=1u,L=.1u
Ideal Logarithmic Curve

BSIM Parameter Vth=456m

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Drain Current(A)

G
at

e 
S

ou
rc

e 
V

ol
ta

ge
(V

)

Simulated, W=10u,L=1u
Ideal Logarithmic Curve

BSIM3 Vth Parameter=273m

Figure 2.1: SimulatedVgs − Id curves of a diode connected device for a short and

a long channel device. The reverse short channel effect affecting the longer device

is apparent in this figure

2.1.2 Small signal gain and capacitance

The ACM expressions forCi
gs andGm of a are reported below.

Gm =
2Id

nVth

√
1 + IC − 1

IC
(2.1)

Cgs =
2CoxWL

3
· q(q + 3)

(q + 2)2
(2.2)

q =
√

1 + IC − 1 (2.3)

IC =
Id

Is

(2.4)

Vth =
KT

q
(2.5)

The model is parametrized in terms ofI0 = 2µnCox(nVth)
2,the current predicted

from the quadratic model of the mosfet whenVgs = Vt + 2nVth,i.e. at the edge

of moderate inversion. There are several way to obtain a value for I0 for a given

technology. A naive one is to measure1 the(semilogarithmic)Id −Vgs characteris-

tic of a diode connected device. As long as the current is low enough to keep the

device in weak inversion, such characteristic is a straightline; while it becomes an

exponential in strong inversion. The result of two such simulations, respectively

for a short and a long channel devices, are shown in figure 2.1.For this technol-

ogy this method results inI0 ≈ 1µA for NMOS,I0 ≈ .3µA for PMOS. As seen in

1in this paragraph, the word measurement is used to refer to any procedure regarded as refer-

ence, either simulation through a device simulator or BSIM models or actual measurement



figure 2.1,however, the transition from weak to strong inversion is smooth, so that

the selection of a single point as separator is error-prone.Therefore, this method

can only be used for a quick estimate of the model parameterI0.

A more accurate way to extractI0 is described in [14]. When circuit in figure 2.2

is considered, it can be shown that the slopeS of the
√

Id − Vs curve, extracted

when the device is in strong-inversion, equals
√

I0
n·Vth

. Therefore, S is measured

through a DC sweep, andI0 can be calculated as

I0 = (S · n · Vth)
2 (2.6)

(n can be extracted separately through a simpleId − Vgs simulation in subthresh-

old). For the given process, extraction results are summarized in table 2.1. Finally,

Polarity L n I0

N .1µ 1.5 .167µA

N 1µ 1.35 .25µA

N(CFT ) .1µ 1.15 .13µA

N(CFT ) 1µ 1.5 .37µA

P .1µ 1.5 38nA

P 1µ 1.5 34nA

P (CFT ) .1µ 1.5 63nA

P (CFT ) 1µ 1.15 48nA

Table 2.1: MOSFET model as extracted from simulations

one can choose to determine model parameters through curve fitting, having the

further degrees of freedom of what data to use for the fit, and what parameters

to fit versus what to measure are added. In this work we estimated the model

parameter through curve fitting using data from the transconductance versus bias

current of a diode connected device. The circuit is shown in figure 2.2. The de-

vice hasW/L = 10, while the bias currentId is varied between10nA and200µA.

MATLAB lsqcurvefit routine was then used to determine the values for parame-

tersI0 andn. As shown in figure 2.3, both extraction after [14] and fittingresult

in excellent agreement with full BSIM simulation, showing that both the model

equation and the extraction procedure described in [14] aresound and can be used
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even at the 90nm technological node.

SinceI0 is the only parameter in the model, the value determined previously

should be used also to compute the bias-dependent gate-source capacitanceCgs.Oxide

capacitance per unit areaCox,overlap capacitance per unit widthCol and effec-

tive lengthLeff are the additional parameters needed for this calculation.Since

such values are typically reported in the process manual, the value ofCgs can

be directly calculated onceI0 is known. As reported in figure 2.5, this method

guarantees a30% worst case accuracy forCgs. The accuracy can be improved
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by defining a new normalization currentICap
0 , to be determined through curve fit-

ting and used only for capacitance calculations. To extractCgs a diode connected

device was simulated forId = 10µA,1 ≤ W/L ≤ 1000. The rough results are

shown in figures 2.4. Especially for longer channel lengths,two linear regions

can be distinguished in the plot ofCgs versus W at fixed bias current. In the

strong inversion regionCgs ≈ 2
3
CoxW · L; in the weak inversion region instead

Cgs ≈ ColW . Since usuallyCol � 2CoxL
3

using the strong inversion equations to

estimate capacitance can result in very pessimistic predictions. In the moderate

inversion region, the overlap and intrinsic capacitance values are comparable, and

device models are typically inaccurate. Using this extra fitparameter allows to

improve the agreement can be to15% . Table 2.2 summarizes the results from

curve fitting of the capacitance curve. The adopted model allows us to combine

Polarity L n I0 Col Cox

N(CFT ) .1µ 1.5 .2µA 3.4e − 10 17e − 3

N(CFT ) 1µ 1.5 .12µA 5.6e − 10 17e − 3

P (CFT ) .1µ 1.5 .6µA 3.1e − 10 17e − 3

P (CFT ) 1µ 1.5 .25µA 5.3e − 10 17e − 3

Table 2.2: MOSFET model capacitance model extracted from simulation and

curve fitting

information on transconductance and capacitance to estimate the transition fre-

quencyfT = Gm

2πCgs
of a device with a30% maximum error compared to BSIM.

In fact, usuallyf (1)
t = gm

2πCgg
is more relevant to circuit design thanft. SinceCgg

is not as bias point dependent asCgs, this figure can be estimated with even better

accuracy. Consider finally the intrinsic device gainAv = gm/gds. The definition

of a physical model forAv has remained elusive despite considerable amount of

research effort. However, we found that a very simple expression can be used to

fit the peak gain of a device as a function of channel length. This is shown in

figure 2.6, which reports the simulated intrinsic transistor gain of an MOS device

versus inversion coefficients for different channel lengths. As usual, the curves

have been obtained by simulating a diode-connected device and extracting values

of transconductancegm and output conductancegds from a DC analysis. The plot
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in the right-half of figure 2.6 showsAMax
v versus

√
L. We found that for this mea-

surement setup and technology the expressionAMax
v = −20.5 + 91.5

√

L(µ)(L

is the device channel length), approximates the peak gain with an accuracy better

than3% for N-type devices with L ranging between .1 and 2 microns.

2.1.3 Thermal Noise

For a long channel CMOS device the noise resistance is usually expressed as

Rnoise =
γ

αgm
(2.7)

. The parameterγ depends on the charge distribution and electric field magnitude

in the channel, and it varies between 1/2 in weak inversion and 2/3 in strong in-

version. For a short channel device, higher values ofγ have been observed [15]

in measurements. Such observation triggered a large amountof research in the

device community with the aim to discover the physical origin of such increase

in the noise floor. Interestingly enough, despite the high-field effects in the chan-

nel are often invoked to explain mismatch between measured and simulation data,

such effects are supposed to appear only when the electric field in the channel ap-

proaches the critical fieldEcrit, which hardly happens even at the source end for

bias voltage values used in analog design. Not a single work known to the author

presents excess noise measurements for devices biased in weak or moderate in-

version regions. As mostly non-minimum length devices wereused in the design,

the formula 2.7 was trusted, withγ = 1/2, α = 1 for design purposes. It is the

author’s belief that,in the low-transverse-field operating conditions that are typical

of analog design, this model is accurate not only for both short and log channel

devices.



2.1.4 Gain-Speed Tradeoff

Using the results gathered so far, we can look at what kind of single stage gain

can be realized at a given operating speed. This value, combined with an open

loop gain specification determines the number of amplifyingstages to be used,

and therefore has very significant impact on power dissipation. In this respect,

the most interesting parameter isfS
t = gm

2πCgs
|IC=.1, the transition frequency of

a device biased in weak inversion. Such a parameter has been already recog-

nized in [16] as a fundamental milestone to distinguish specifications that can

be implemented in a power-efficient manner. AtIC = .1, one can confidently

substitutegm = ID

nVTH
andCgs = 10ColW = Col

Id

I0
L. Also, by using equation

Av = K0 + K1

√
L, L = (Av−K0

K1
)2. Therefore

f
(S)
T =

I0

20π · ColnVth

(
K1

Av − K0

)2 (2.8)

A few numerical values are reported in table 2.3. Equation 2.8 and tab. 2.3

Minimum Gain(dB) f
(S)
t

18 3GHz

33 .5GHz

37.2 .28GHz

39 .19GHz

40 .15GHz

Table 2.3: Transition frequencyft achieved by a MOSFET biased at IC=.1 versus

gain for NMOS in this process

show that increasing channel length only ensures marginal gains in maximum

per-transistor amplification, while steadily decreasing the device intrinsic speed.

However, minimum-sized devices are not a particularly goodselection in low-

voltage, low-speed environments, due to the extremely low intrinsic gain(and also

high flicker noise). An optimal channel length should ratherbe chosen based on

overall system specifications and selected amplifier topology.



2.2 Switches

Transistors used as switches are also a fundamental building block of every sampled-

data system. The main limitations of such a building block have been recognized

in the literature( [17], [18]) to be finite(and input dependent) on resistance and

charge injection. These limitations should be re-examinedin the context of very

low voltage operation.The main points addressed in these work are three:

1. The conventional transistor on-conductance model is inaccurate for very

low supplies. A new model is proposed and evaluated to overcome this

limitation

2. For low-supply, MHz-speed applications the main bottleneck is not on-

resistance, but charge leakage. This effect is analyzed in detail in the fol-

lowing in terms of reducedIon/Ioff ratio and is ultimately a consequence

of the fact the MHz-range applications are starting to get out the optimal

operating range of fine line CMOS

3. In the low-Vdd regime, charge injection is substantially different than in the

high − Vdd regime.

2.2.1 Switch Conductance Model

The on conductance of a device in the triode region, with a gate source voltage of

Vgs is usually expressed as

g
(on)
ds = µnCox

W

L
(Vgs − Vth(Vin)) Vgs ≥ Vth

gds = 0 Vgs ≤ Vth

Vgs = Vdd − Vin

In implementations, switches are typically built using complementary topology,

leading togon = gN
on + gP

on. In this case, equation 2.9 predictsgon = 0 when

Vdd ≤ V N
th + V P

th .This conclusion is incorrect. In fact, as confirmed by 2.8, that



Figure 2.7: Simple NMOS switch

reports the on resistance of an elementary switch versus supply voltage and input

voltage(expressed on the x axis as fraction ofVdd), for low values ofVdd the on

resistance increases substantially but stays bounded.

Since,this work is primarily concerned with circuits operating in the Vdd ≤
V N

Th + V P
th regime a model of switch on-resistance for devices operating in sub-

threshold is needed. In developing such a model, a fundamental choice is to opt

for a device-physics based approach or for a curve-fitting based approach. In the

interest of time, we opted for the second option,using an interpolation function to

smoothen the transition between weak and strong inversion operation. We there-

fore need to derive a model forgon(Vgs, W, L), with special emphasis on the region

Vgs ≤ Vth. In order to simplify the task, we make the key observations that for

Vd=Vs, assuming perfectly conducting gate electrodes, the charge distribution in

the channel of an MOS transistor will be uniform across length and (neglecting

edge effects) width. That isQch(x, y) = q · Nch(0, 0) = Qch(0, 0). Given that

one can always express conductance asg(x) = µnNch

∆X
, the problem of calculating

resistance is equivalent of that of finding an expression forthe channel charge of

an MOS device, so that modeling charge injection and modeling on-resistance are
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closely related tasks. The asymptotic requirements of an interpolationf(Vgs, Vth)

for triode devices are readily derived. For highVgs, f ≈ Vgs − Vth should hold.

ForVgs � Vth on the other hand,f ≈ exp ( (Vgs−Vth)
nVth

). This constraints are met by

the function 2.9

gon(Vgs, Vt, W, L) =
W

L
K1 log (1 + e

Vgs−Vth
nVt ) (2.9)

Wheren = 1.5, Vth = 26mV , while k1 was determined through curve fitting.

This model guarantees an accuracy better than25% on the range ofVdd = .2V to

Vdd = 1V (See 4.6).

2.2.2 Charge Injection

In order to keep device resistance(and hence settling time)constant when reducing

supply voltage, device width has to be increased. Potentially, this could increase

charge injection. A closer look reveals that absolute valueof charge injected by
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the switch is constant, while its dependance on the input is changed. Consider

the device in figure 2.7, which has been purposely drawn with the bulk connected

to the source, so that no body effect is present. ForVdd = 1V , the charge in the

channel is well approximated byQ = Cox(Vdd − Vth). WhenVdd is reduced to

V
(2)
dd , this charge per unit width is also reduced toQ(2) = Q · f(V

(2)
dd ,Vth)

f(1,Vth)
. Given that

on-resistance is reduced by the same amount, the productW/L·Q should also stay

constant, so that the total charge in the channel should be constant. However, the

dependence of the charge in the channel on the voltage to be switched is different.

In the extreme case ofVdd ≈ Vth, Qαe
Vgs−Vth

nVt . Therefore distortion due to charge

injection is expected to increase for scaled supplies.

2.2.3 Charge Leakage

CMOS switch off resistance does not(to first order) depend onthe supply voltage,

while it does depend on the device width. This means while thevoltage is scaled



from V
(1)
dd to V

(2)
dd , and width is increased in order to keepRon constant,Roff is

roughly decreased by a factor off(V
(2)
dd ,Vth)

f(V
(1)
dd ,Vth)

. Ron/Roff ratio is therefore increase

by the same amount. This effect, combined with the signal-dependent nature of

Roff , creates large distortion at low supply values.

2.2.4 Sampling distortion simulations

Summarizing,we have individuated three mechanisms leading to degraded sam-

pling linearity at low-supply. First, the increased sensitivity of resistance to volt-

age typical of subthreshold region results in higherRmax/Rmin ratio when, for a

givenVdd, Vin is varied. Second, the channel charge injected by the switchbears

a strongly nonlinear relation to the gate-source voltage. This results into higher

signal dependent charge injection even in the absence of body effect. Third, de-

gradedRon/Roff ratio leads to signal dependent leakage. All of these effects

are simultaneously present, although we expect their relative contributions to be

different in different contexts. Intuitively, charge injection and signal dependent

on-resistance should be significant for relatively high-speeds, while charge loss

should limit low speed designs. To isolate these effects in simulation, three differ-

ent instances of the sampling switch are used(See figure 2.10). The first is a plain

transmission gate switch, acting as a single ended passive sample and hold. In the

second instance, an AHDL component operating as a switch with very small on-

resistance and very high off resistance is added in series with the complementary

device. This switch is opened slightly before the transistor-based switch, to sup-

press charge injection and charge leakage errors. Third, anideally bootstrapped

switch(such thatVgs = Vdd/2 for both devices independently ofVin is used to

isolate the charge leakage contribution. Using this configuration, three different

cases were evaluated. First, we focus on the low-speed case,by designing an

8-bit linear sampling switch atVdd = 1V . The sampling capacitance is set to

Cs = 1pF , while the clock has duty cycleδ = .1252, and frequencyFs = 1MHz.

2Typical of a Successive Approximation ADC



To achieve 8-bits settling the on resistance of the switch should be such that

R ≤ δ

8 log (2)FsCs

≈ 10KΩ (2.10)

at mid-rail. In fact, a minimum sized switch withWn = .12µ, Wp = .36µ, Lp =

Ln = .1µ hasRon = 6.6KΩ. Table 2.4 reports the switches designed at reduced

supply, along with the simulatedRon andRoff value. AtVdd = 1V , the simulated

HD3 is 56dB, compliant with the 8-bits specification. In figure 2.11, the third

order harmonic distortion of the switch in setup 1 is reported, together with those

of switches 2(no charge injection, bootstrapped on resistance) and 3(no charge

leakage) are reported.

Vdd Device Width[µ] RonKΩ Roff (MΩ)

1 .1 6.62 80

.8 .13 10.3 60

.6 .6 10.5 45

.5 1.4 10 19.3

.4 3.6 10 7

.3 10.8 10 2

Table 2.4: On and Off resistance of low-speed switch design

Clearly, while both the nonlinearity due to input dependenton-resistance and

that due to input-dependent off resistance increase with reduced voltage, the sec-

ond is dominant in this setting. This is an optimistic picture, as process and tem-

perature variations have not been considered. When these effects are taken into

account, wider devices are necessary to achieve low-on resistance in the slow cor-

ner, low-temperature corner. This results in a further increased off conductance

on the fast,high-temperature case, leading to higher distortion.

As expected, the breakdown is different when the speed is increased. If the same

simulation setup is used to repeat the analysis forFs = 10MHz,δ = .5, as well

as forFs = 100MHz, δ = .5, the results shown in Fig.2.12 are found.The target

on resistances for 8-bits linearity driving a 1pF load in these cases are respectively

8.4 and .84KΩ. Figure 2.12 reports the simulated performance , which is clearly

always limited by nonlinear resistance.
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Discussion

Subthreshold conduction drastically limits the performance of low-speed charge

based circuits. It is very interesting to notice how while 2.8 indicates an upper

limit on the operating frequency where operational amplifiers can be designed in

a power-efficient fashion, charge leakage dictates a lower-limit on the operating

frequency. While charge leakage has been reported before [19] as a limitation to

the performance of S/H amplifiers, in [19] the operating frequency was a few Hz;

while the combination of technology and voltage scaling raise the bar to a few

MHz.This result goes a long way in describing the effects of scaling.

In a different perspective, this result is quite similar to what is stated in [20], where

the energy optimalVdd of an FFT processor is studied.In both cases, subthreshold

conduction discriminates what isSlowin the given process.

We also found that switch nonlinear resistance appears to consistently contribute a

larger fraction of the total distortion than what the chargeinjection does. Accurate
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Figure 2.13: Idealized Sampling circuit

analytical modeling or measurements might give more confidence on the validity

of this point, given that simulated results for charge injection are traditionally re-

garded as dubious.

Finally, note that the traditional view of NMOS beingfaster devices, or better

switches has to be revised in thelow − VDD regime.For the process at hand the

NMOS have a slightly higher threshold, which dominates the higher mobility

effect for low values ofVdd. Due to this effect, low voltage transmission gate

switches(See Chapter 5), sized for operating at 0.5 V have wider NMOS than

PMOS devices.

2.3 Circuit design limitations

2.3.1 Thermal Noise

Consider the circuit shown in figure 2.13. It is known [21] that the variance of the

noise sampled on the capacitor C isV 2
n = KT/C. In a real switched capacitor

circuit, noise from the active circuitry adds to the sheer sampling noise, so that in

reality

V 2
n =

FKT

Cs
(2.11)



where the noise factor F depends on amplifier topology and sizing. For a given

dynamic range specification, equation 2.11 can be used to calculate the minimum

sampling capacitor size to be used by puttingV 2
n ≤ V 2

sw

10DR/10 , or

C ≥ F · 10DR/10

V 2
sw

KT (2.12)

. Not depending on any fabrication parameter, thermal noiseis unanimously

recognized the most fundamental limitation in analog circuit design.As a result,

equation 2.12 has been used as the basis of more than one paperon analog volt-

age scaling( [22], [23]). In such works, the argument flows asfollows: first, it

is assumed thatVsw = f(Vdd) where f is a monotonically nondecreasing func-

tion. Given an SNR specification, and the value of the noise factor F, one can

derive the capacitor sizeCs. Power dissipation is then estimated making assump-

tions on the type of amplifier used, and the type of settling. For example, assume

f(Vdd) = Vdd. In this case, ifPdαVswVddCL(slew-rate limited design), Eq. 2.13

holds

PdαF · 10DR/10KT (2.13)

. Therefore, power dissipation of slew-limited design should be to first order con-

stant when the supply is scaled. For analog circuits that arenot slew-rate limited,

power dissipation is not proportional to the swing, so that the termVsw would

drop out of equation 2.13, leavingPdα
1

Vdd
. These predictions have traditionally

been disproved by experimental results for several reasons. First, supply scaling is

usually accompanied by feature size scaling, and traditionally the increased base-

line speed of new technologies provides gains that offsets the losses due to swing

reduction. Second, these results assume that circuit is limited by thermal noise,

and power consumption by that of operational amplifiers. Converter architectures

that do not employ operational amplifiers are not included inthis analysis, and are

good candidates to have better scaling potential.



2.3.2 Device mismatch

Mismatch amongst active or passive components limits the performance of most

low-resolution signal processing systems, including A/D converters. Active de-

vice mismatch is mainly determined by fluctuations in the threshold voltage of

transistors, due to manufacturing tolerances. At the circuit level, it causes input

referred offset in comparators and amplifiers. Flash converters are well known to

be limited by offset in their comparators. Performance of current steering DACs

is also limited by active device mismatch.

Passive device mismatch limits amongst others, resistive division D/A converters

and capacitive division D/A converters, and all those data conversion systems that

use these as building blocks. Errors due to capacitive mismatch can be written

asVerr = Vdd
∆C
C

, and therefore scale with the supply. Accordingly, the sizeof

passives, as dictated by mismatch constraints, is independent of the operating sup-

ply Vdd. This is remarked in figure 2.14, which also shows how, for a wide range

of values ofVdd, matching limitations are way more stringent than noise limita-

tions, or there is a ẁaste of noise.́As long as the supply voltage value is in this

range,in virtue of the independence of switched capacitance on voltage C, power

dissipation improves with decreasing supply.

2.3.3 Operational amplifier scaling

We now review operational amplifier design in a scaledVdd environment in a quan-

titative manner. The factors limiting op-amp power dissipation can be summarized

in three categories, settling constraints, gain constraints and stability constraints.

These constraints are summarized in the following.
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Settling constraints I:Slewing

Consider the circuit shown in figure 2.15. The step response of such a circuit

can be roughly divided into two sections, a slewing portion due to finite cur-

rent drive ability of the operational amplifier, and a linearportion due to lin-

ear single(or multiple) pole settling. During the linear settling phase,Vo(t) =

V ∗
o + (Vo(∞) − Vo(t

∗))(1 − exp (−(t − t∗)/τ)), with τ =
Ceff

L

Gm
, with Ceff

L be-

ing the effective load at the output of the amplifier, equal toCL + (Cp + Cs)F .

Cs is the sampling capacitance,Cp the amplifier input parasitic capacitance, and

F = CI

Cs+Cp+CI
. Due to linear nature of the equations, the single pole settling

portion is not influenced, to first order, by supply scaling. The slewing portion is

however strongly dependent on it. We assume that during the slewing period, the

current is limited to the valueIslew, so thatSR = Islew

C
(eff)
L

. The end of the slewing

period is the instantt∗ such thatSR = ∂V
(lin)
o

∂t
= Vo(∞)−Vo(t∗)

τ
, or

t∗ =
(1 + χ)VddC

(eff)
L

Islew
(2.14)

χ is the charge sharing factor satisfying

Gcl =
Cs

CI

a =
CL

Cs

b =
Cp

Cs

χ =
1

1 + a(1 + Gcl + bGcl) + b
(2.15)

. Downscaling ofVdd reduces the slewing fraction of the settling, at the ex-

pense of increased linear settling [24], irrespective ofIslew. This fact, combined

with reducedIon/Ioff ratio, favors class A amplifiers over class AB ones. We’ll

therefore limit considerations in this paragraph designs of the former type. If

a specified slew-rateSR∗ is required, the slewing current should be larger than

SR · CEff
L = Vsw

tslew
CEff

L . This value of current depends linearly on the supply, so

that if one estimates power dissipation finds:

P Slew
d α

Vdd

f(Vdd)
(2.16)



which shows less pronounced dependence onVdd than the equivalent for the settling-

limited regime.

Settling constraints II:Linear settling

For a single pole amplifier,assuming the settling error is tobe less thanεd, one

finds

τ ≤ −1

2Tclk log (εd)
(2.17)

τ =
1

F · UGB
(2.18)

UGB =
Gm

CLeff
(2.19)

which can be solved forGm giving

Gm ≥ − 2CLeff

F · Tclk
log (εd) (2.20)

Finally, one can estimate the power dissipation as

P
(2)
d ≥ 2Gm

Gmeff

Vdd = −2
2CL

F · Tclk

log (εd)
Vdd

Gmeff

(2.21)

Stability constraints

Another set of limitations comes from stability considerations. In order to guaran-

tee good phase margin, non dominant polesωnd in the amplifier response should

be at least twice as large as the amplifier unity gain bandwidth UGF. For a large

class of amplifier topologies, the lowest-frequency non dominant pole can be writ-

ten asωnd = KωT with K a topology dependent constant. Amplifier stability

therefore trades off with per-transistor gain and speed. Given a speed and gain

requirement,Table 2.3 can be used for every fixed amplifier topology to derive the

necessary channel length and number of stages.

Intuitively, as the bandwidth increases, higher inversioncoefficients and shorter



channels lengths have to be used, resulting in lower per transistor gain and there-

fore higher number number of stages. As the number of stages is increased, in-

creasingly complex compensation techniques have to be applied, which typically

result in increased power dissipation.

Comparison of different topologies

Since the final goal of this section is to determine what are guidelines for the de-

sign of operational amplifiers at low supply voltage, we compared quantitatively

different class A amplifier topologies. The comparison is structured as follows.

First, we introduce a reference ideal amplifier and a set of parameters to charac-

terize different amplifier topologies in a compact way.

As reference class A amplifier, we choose an ideal component with noise re-

sistance1/Gm, output swingVsw = Vdd, and pure single polse response. The

transconductance efficiency is assumed to be 25, so thatIslew = Idc = 2Gm/25.

A real amplifier will be described by the set of parameters below:

• Noise factorF = Gm · Rn whereGm is the transconductance andRn the

equivalent noise resistance.

In low-voltage designs, we can assume that all transistors are biased sub-

threshold(to maximize swing), so that the noise factor F is equal to the sum

performed over all the devices contributing to total noise of bias current

normalized to the input device bias current. No reduction ineffective noise

resistance through biasing is possible, as the price paid interms of swing

is too high in these conditions.This implies that simple structures are better

suited for low-voltage,low-power design.

• Output swingVsw.

Under the same assumption stated before of all devices operating subthresh-

old, the output swing is well approximated by 2.22:

f(Vdd) = Vdd − n · 120m − b · 45m (2.22)



being n the number of transistors stacked in the output stageand b is one if

the amplifier has a tail current source, 0 otherwise. For example, an output

stage with n stacked transistors, where n is assumed to be even, has n/2

transistors stacked between the output andVdd and n/2 between the output

and ground. The output can therefore swing betweenV
(Max)
o = Vdd − n/2 ·

120mV andV
(Min)
o = n/2 · 120mV , so thatV PD

sw = Vdd − n · 120mV .

If the output stage includes a current source, as in the case of telescopic

amplifiers or of a standard differential pair, the output is assumed to be

able to swing as low asn/2 · 120mV + 90mV and the swing is reduced to

V FD
sw = Vdd − n · 120mV − 45mV .

• Power Factor P, equal to the ratio of total DC current drawn from the supply

to DC current contributing to transconductance. Power factors close to 1

are desirable for low power.

• Non-dominant pole frequencyω∗, expressed as a fraction of device transi-

tion frequency. Topologies with higherω∗/ωT allow the use of longer chan-

nel devices, and hence provide higher per-transistor gain.This improves

power efficiency

Example I: Folded Cascode Amplifier

For a folded cascode amplifier(shown in figure 2.16, the swingin the upward

direction is limited by the PMOS current sources toVdd − 240m. The downward

limit for the swing is given by240mV , enforced by the folding devices and the

current source load of the first stage. The contribution of the first stage to the total

noise has been pessimistically assumed to be 2. The contribution of the folding

stage to the total noise is given by the ratio of the current inthe folding stage to

the current in the trans conducting stage. In general, this ratio will range between

.5 and 1.It is therefore limited by the condition on theωT of the folding devices.

These devices introduce a non dominant pole atωF
T = GF

m(1+1/n)

Cgg+CF
sb

≈ ωF
T /4(The

superscript is for Folding), which for stability reasons should beσ ≈ 2 times

higher than the unity gain bandwidth of the op-amp. In general, this ratio will
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Figure 2.17: Summary of power analysis of pseudo-differential amplifier

range between .5 and 1, so that the total noise factor evaluates to 3 or 4. The

power factor P equals respectively 1.5 or 2.

Example II:Pseudo-Differential common-source amplifer

A pseudo-differential common source amplifier with PMOS input and feedfor-

ward common-mode cancellation circuit is shown in figure 2.17. In this case, only

two transistors are stacked betweenVdd and ground so thatVsw = Vdd − 240mV

and F=2. The speed limitation comes from the common mode cancellation circuit,

which is readily shown to have a pole inω∗ =
ωF CMC

T

8(B+1)
.
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Figure 2.18: Power Dissipation scaling for different amplifier topologies operating

in the settling limited regime
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Figure 2.19: Power Dissipation scaling for different amplifier topologies operating

in the slew-rate limited regime

Results

In the hypotheses of the analysis, relative power dissipation of any topology com-

pared to the reference will be
25P · FV 2

dd

GmEffV 2
sw

(2.23)

for settling limited designs, and

25P · FVdd

GmEffVsw

(2.24)

for slew-rate limited designs. The results of the analysis are shown in figure

2.18for settling limited designs and in figure 2.19 for slewing-limited designs

We see that in any circumstance, the simplest topologies, differential pair ampli-

fiers and pseudo-differential amplifiers, provide the best power efficiency. Note

that even though if the supply were to be scaled below .6V, twostage amplifiers

would finally gain an advantage over differential pair amplfiers, these should still



be the preferred choice, as long as the low gain provided is tolerable.

If however only topologies capable of providing a gain of at least(gmro)
2 are con-

sidered, two stage amplifiers appear the best choice in the settling limited regime

for voltage less than about .9V, while a telescopic structure retains a superior ef-

ficiency for longer time in the slewing-limited regime. Also, while being out-

performed by multistage amplifiers, telescopic structuresretain better power effi-

ciency than folded ones for power supply values as low as .65Vdue to the better

power factor P.

Analysis Limitations and amplifier bias point optimization

The presented analysis did not take into account self loading effects. In real am-

plifier implementations , the parasitic input capacitance of the amplifierCp de-

grades the feedback factor F, resulting in decreased power efficiency. This effect

can be analyzed by using the simple 1-transistor amplifier in2.20. For this am-

plifier, F =
Cf

Cf +Cs+Cgg
. For a given bias current, increasing the device width

increases bothGm andCgg, so that an optimal value of IC(or equivalently W)

can be chosen. In this work, this task has been solved analytically by assuming

Cgg ≈ W (LCox + Col) = W
L

C0. If F is further assumed to be independent of

Cgg,the resulting optimal inversion coefficient is given by equation 2.25.

b = F
C0Id

(Cs + CL)I0

ICopt = b + 2
√

b (2.25)

The price paid in settling speed for operating at in inversion level higher than

the optimal one is modest for moderate misalignment. However, the price paid for

operating at inversion levellower than the optimal is very high. This should there-

fore be avoided. The results forCf = 1.5pF, Cs = 500fF, CL = 250fF, Id =

10µA are shown in figure 2.21 for different values of device channel length. These

curves have been obtained using a much more accurate numerical model that takes

into account bias dependentCgs, slewing and variable feedback factor F. Using

this method, the predicted optimal inversion coefficient is.3 for L = .35µm and
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1.5 forL = 1.75µm. Using formula 2.25 , one finds respectivelyICopt to equal

.38 and 2.1, which is reasonably close to the optimal value and shows that equa-

tion 2.25 can be used for amplifier sizing. In fact, it is interesting to observe that

since for a given dynamic range the relative advantage of using a differential pair

amplifier instead of two-stage amplifier is a factor of 3 or smaller, it is possible

that the power reduction gained from being able to use smaller channel length

devices will overcome this limitation. For instance, with reference to figure 2.21,

for a sampling capacitor of 500fF, using a.35µ device in the input stage instead

of a1.75µ one results into a boost of50% in the maximum settling speed, and in a

25% transconductance efficiency improvement. These effects combine for already

60% of the power advantage of the simpler stage.Multistage amplification should

therefore be considered in the range of available options for low-power design at

low supplies.

2.3.4 Other building blocks

Comparators

Comparators are quite resilient to voltage scaling.In principle, the minimum oper-

ating voltage for cross coupled latch-based comparator is that value such that the

gain of a CMOS inverter operating under such aVdd decreases below 1 and is on

the order of 100mV.In practice this limit is hardly achievable for multiple reasons:

• Running digital logic at .1V is possible only if the logic is custom de-

signed.This increases substantially design time and strongly limits speed.Also,

.1V almost surely is also an inconvenient choice in terms of energy/operation(

[20])

• The design of any circuit other than an inverter will be challenging at such

low voltage. Think for example of preamplifier and sampling switch design



• Offset specifications become challenging as the supply is reduced. For in-

stance, achieving a3 − σ offset at the 4 bit level requires, forVdd = .1V

requiresσ(Vio) ≤ Vdd

3·2B = 2mV . This requires large devices and relatively

high power dissipation

Nonetheless, comparators typically consume very little power when running at

MHz speed, so that they do not constitute a particular worry.Furthermore, in

chapter 3 we report experimental data showing correct operation of a comparator

when Vdd = .3V , demonstrating that comparators are unlikely to constitute a

problem in low-voltage designs.

Digital logic

Most converters require a certain amount of digital logic toperform operations

such as bit-realignment in a pipeline architecture,sequencing in a SAR architec-

ture or decimation in oversampling converters. The cost of such logic in terms

of power is negligible in most applications, and very littleconsideration has been

devoted to its evaluation. At the bare minimum, in order to perform decoding

each comparator output needs to be sampled with a register. For B bit of resolu-

tion, B registers are necessary. From simulation, it was found that a standard-cell

library flip-flop, when configured as a frequency divider by 2,is 60nW when the

input frequency is 10MHz andVdd = .5V . Although very small, this number

becomes significant when the total budget is only a few microwatts.Furthermore,

leakage power, which is poorly modeled and highly process dependent, typically

contributes a large fraction of digital power so that makingconservative design is

a necessity. This is made clearer in Tab.2.5, where the number of FO4 registers

that would contribute10% of the power budget when running at .5V reported for

different values of total power consumption. Although digital power can be re-

duced by using custom designed gates, keeping complexity asas possible low in

the digital domain is clearly advisable.



Power budget Number of registers

1µW 2

10µW 20

1mW 2000

Table 2.5: Equivalent number of digital gates for a power budget

Sampling operation and clock tree constraints

We have seen in a previous section how asVdd is decreased, ensuring sampling

linearity requires an increase in switch width. This not only makes the switch

design challenging as discussed above, but also increases the load of the clock

tree. Using equation 2.9, the width of the sampling devices can be selected, that

yelds the desired on-resistance value. FromCgg ≈ Cox(WnLn + WpLp), the

capacitive loading contributed by every sampling switchCsw on the clock tree

can be calculated, and from this, an optimal clock buffer canbe designed. Called

F =
P

i C
(i)
sw

Cui
(Cui is the input capacitance of a unit inverter), the optimal tree

hasK = blog (F )c stages , and the power dissipation of the clock tree results

expressed by:

P Tree
d = CuV

2
dd(F − 1)/(1.7). (2.26)

In figure 2.22, normalized power dissipation of the clock tree is shown versus

supply voltage when the sampling switches are designed to settle with 8-bits ac-

curacy on the worst case mid-rail input voltage and the capacitive load is fixed. As

long as the supply voltage is significantly higher than the threshold voltage of the

switches, the power in the clock network is reduced. This is becauseFα 1
Vdd−Vt

so

thatPdα
V 2

dd

Vdd−Vt
. As Vdd approachesVtn however, the capacitance increases expo-

nentially, so that power in the clock network increases dramatically. In the case in

the example , the optimal supply voltage may not be calculated analytically, but

it apparently is located around .5V. For values ofVdd below .5V, the power raises

quickly, and starts to be significant over a10µW budget. The situation is even

worse in noise limited designs, where the capacitor sizes(and thus F) scale as1
V 2

dd
,

leading to much faster increase of the clock power. It is apparent from the figure

that to keep the clock power below10% of a10µW budget,Vdd should in this case
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2.4 Converter Architecture selection

In light of the considerations in chapter 2, the following guidelines have been

derived

• A 100KS/s Nyquist converter could hardly be implemented in 90nm CMOS

due to sampling switches charge leakage. The high speed and high leakage

of the technology demand oversampling techniques to be used.

• Digital complexity should be minimized.

• The number of high gain stages shoud be minimized.



Architectures fulfilling these guidelines are recognized to be flash,successive ap-

proximation converters, andΣ−∆ converters(3). Due to their fully parallel nature,

Flash converters are immediately recognized to be inefficient compared to succes-

sive approximation ones when the sampling frequency is muchlower than the

devicefT . As this is definitely the case in this work, they are considered no fur-

ther. A set of power estimation routines were implemented inMATLAB based on

equations 2.26-2.21. Table 2.6 summarize this analysis, while table 2.7 presents a

literature survey of recently published low-power analog to digital converters.

For amplifier-based converters, such as pipelined ADC andΣ−∆, the power was

assumed to be contributed by the clock network and the first OTA; for the suc-

cessive approximation converter instead, it was assumed tobe dominated by the

comparator and the clock network. The estimated performance of the consid-

Architecture Resolution Fs Est.Power Est. Input Cap. Vdd FOM(pJ/conv)

SAR 8b 100KS/s .25µW 1.28pF 1V .009

SAR 6b 1.5MS/s .4µW 320fF .5V .004

Pipelined 6b 1MS/s 144µW 50fF 1V 2.2

Σ − ∆ 12b 100KS/s 12µW 65fF .65V .029

Σ − ∆ 14b 40KS/s 147µW 220fF 1V .22

SAR 12b 100KS/s 1.6µW 180pF .5V .004

Table 2.6: Comparison of low power ADC architectures(I):Estimated power and

input capacitance

Reference(Arch.) Resolution Fs Power Input Cap. Vdd FOM(pJ/conv)

[25](SAR) 8b 100KS/s 3µW 3pF 1V .24

[26](Σ − ∆) 14b 40KS/s 140µW 6pF 1V .22

[27](SAR) 12b 100KS/s 25µW n.r. 1V .165

[28](SAR) 12b 1MS/s 15mW 21pF 5V 3.6

Table 2.7: Comparison of low power ADC architectures(II):Literature Survey

3for the latter, the decimator will consume significant power. However, the large oversampling

ratio in this case enables also other system-level advantages, such as alias and channel select filter

complexity reduction



ered architectures matches that of published results to a reasonable degree. The

capacitance estimate is however fairly inaccurate,and respectively optimistic for

Σ − ∆ modulators since only sampling noise is considered and quite pessimistic

for high-resolution SAR converters since fully binary DAC architectures are al-

ways assumed.

Some conclusions can still be drawn. Pipelined converters appear less power effi-

cient than bothΣ − ∆ and successive approximation converter, due to the tighter

amplifier gain and settling constraints. SAR converters appear as ideal candidates

for low-voltage, low power implementation when the resolution is limited to 6 or

8 bits; however, they suffer from increased input capacitance compared toΣ − ∆

modulators. Although the estimated value in 2.6 for a 12b design is pessimistic as

it assumes a straightforward binary weighted DAC implementation, the increased

capacitance may still cause increased power dissipation and implementation area

at the system level. Also , thanks to oversampling and to the absence of floating

nodes,Σ − ∆ converters present an inherent advantage in a an environment with

reducedRoff/Ron ratio. Finally, the estimated power of the SAR converters does

not include digital power. As stated in a previous section and confirmed by [27],

this power will be significant or even dominant with respect to the extremely low

analog portion.

The architecture of choice for minimum power should therefore be a SAR for low

or moderate resolution, whileΣ − ∆ for high resolution.





Chapter 3

Implementation I: a .5V, 6b, 1.5MS/s

successive approximation converter

As a first proof of concept, a prototype 6b,1.5MS/s SAR converter was designed

to operate from a .5V supply using 90nm CMOS.

3.1 Converter architecture

A building block diagram of the proposed SAR converter architecture is reported

in figure 3.1. As the design of current steering DAC at 0.5V wasthought to be a

significant challenge, charge based processing was preferred, so that the feedback

digital to analog conversion is realized through the binaryweighted capacitor ar-

rayCp, Cn.

The input data is sampled byS1 andS2 on the top-plates ofCp andCn during the

sampling phaseΦs.WhenΦs goes low,S1 andS2 open and the bit cycling phase

begins. This phase consists of 7 periods of the decision clock Φf which acts as

timing signal for comparator decisions and is provided though a dedicated pin.

The digital logic operates in a synchronous fashion, clocked by a delayed version

of the same signal,and applies feedback by controlling the bottom plates ofCp

57



Figure 3.1: Converter architecture

andCn. Notice that as explained in a following chapter, the digital to analog con-

verter uses sign magnitude coding. Therefore, during the first clock cycle of the

bit-cycling phase, the bottom plates ofC1 andC2 are tied toVdd/2, and the sign of

the input is determined by the comparator decisions. Duringthe following 5 cy-

cles of the bit cycling phase, the absolute value of the inputvoltage is converted;

one cycle is wasted.

3.2 Sampling Network design

To minimize power, a passive sample and hold is chosen. As discussed in Chap-

ter 2, when bulk 90nm devices are used the frequency is low enough that switch

linearity is easily achieved even atVdd = .5V , while charge leakage is a concern.

To reduce leakage, the sampling switches are realized usinghigh-Vt(HV T ) de-

vices. Thanks to an additional implant, these devices have athreshold voltage
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Figure 3.2: Annotated clock booster schematic

roughly 80mV higher than the standardVt ones, which results in over an order of

magnitude higher off-resistance. Due to the low-supply however,the minimum on-

resistance of such devices also increases by the same amount, introducing memory

effects in the sampling operation. To counteract this effect and ensure sampling

linearity, the bootstrapped sampling switch introduced byAbo( [29]) is used. The

schematic of the bootstrapped switch is reported in figure 3.2 along with device

sizings. Capacitors used to store the charge necessary to generate the2Vdd rail are

realized with a high-density MIM layer to minimize area consumption; the bulk

of M1 is grounded to save area and improve positive to negative side matching, as

the resulting sampling distortion and signal dependent charge injection are not a

concern at 6b-level.

3.3 Digital to Analog Converter

The digital to analog converter exploits sign-magnitude code and tri-level unit

elements to reduce its total capacitance. The concept of tri-level elements is dis-

played in figure 3.3 for the case of a single element. Both the positive and the

negative side capacitors can be connected toVdd,Vss or Vcm = Vdd+Vss

2
. Clearly,

the configuration whereCp is tied toVdd andCn to Vss encodes +1, while -1 is
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Figure 3.3: Unit element of a tri-level digital to analog converter

encoded is by theCp, Vss,Cn, Vdd pairs. Finally, 0 is realized by connecting both

Cp andCn to Vcm.

As proved in App.A, this architecture is advantageous in terms of linearity and

total capacitance with respect to a two-complement counterpart. This advantage

descends from the fact that the total number of capacitors necessary to realize a

B-bits DAC using this approach is2B−1 − 1, half than for the two’s complement

counterpart. Consequently, the ratio of the variance of thepeak INL to the vari-

ance of unit element mismatch is also halved(See Appendix A for derivation).

Combining these two results we conclude that a four-fold reduction in total ca-

pacitance can be achieved for a given target resolution by using this technique.

Further reduction in the total capacitance can be reduced bychoosing an appro-

priate capacitive layer. MIM capacitors offer the lowest capacitance per unit mis-

match, and are therefore used in high-performance applications. From design

equations however, we see that in order to obtain a3 − σ INL better than .1

LSBs, a unit element varianceσ2 of 4.1e-3 is required(i.e.σ = 6.5%). Even

using a conservative approximation for the mismatch per unit area coefficientAc,

the capacitor area corresponding to this value ofσ is smaller than the minimum

capacitance value allowed by the design kit for the MIM layer. To keep unit ca-

pacitance as small as possible, we decided to use use M6-M5 capacitors1 . Due

to the low density,a5µmµm structure laid out using this layer has a capacitance

of a few femtoFarads, but preserves matching properties comaprable to those of

1Vertical parallel plate capacitors with plate distance equal to the inter-layer dielectric thickness



MIM. A conservative choice ofCu = 10fF was made for the unit capacitor value

to reduce the impact of fringing and similar edge effects on the array.

The layout of the capacitor array was realized by L.Wang of U.C. Berkeley. The

switches driving the bottom plates are placed in close proximity of the array itself

to minimize parasitics, and realized with standardVth devices withW = 1µ, L =

.1µ. A fully centroided structure was adopted, and a row of grounded dummies

was placed around the active devices to avoid edge effects. As capacitor mismatch

for this layer is determined by inter-layer dielectric thickness variations, dummy

filling was added by hand and in a symmetrical fashion.

3.4 Comparator

The comparator shown in figure 3.4 and originally proposed in[30] was used.

Devices with non-minimum channel length were employed to achieve an offset

voltage lower than 1 LSB.

During the tracking phase, devices M3 and M4 operate as triode resistors, and

constitute a load for the transconductors M1 and M2. For the given sizing,the bias

current through M1 and M2 is determined by input common mode voltage and the

device sizing and threshold voltage to beIcm = W1

L1
I0 log (1 + exp (V

(i)
cm−Vt

2nVth
))

2

≈
.5µA. The common mode voltage at nodes 3 and 4 during this phase therefore

is V
(3,4)
cm = Vdd − R3 · Icm ≈ .4, and the differential gain during tracking is

Adm = G
(1)
m R3 = .5.

During regeneration the voltage difference between nodes 3and 4,V3,4 = AdmVin

is regenerated to the rails by the cross coupled pair M5-M8. Simulated waveforms

of the comparator during overdrive recovery test ( [31]) areshown in figure 3.5.

Although this comparator has low power dissipation and can operate from a very

low supply voltage, it generates a large amount kickback noise because of the poor

isolation between input and output nodes. This is problematic in a successive ap-

proximation converter because the critical nodes are floating for the whole length

of the conversion. To prevent kickback noise from disturbing the conversion, an

additional set of switches is added in front of the comparator. These switches are
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Figure 3.4: Comparator schematic and device sizing

Figure 3.5: Simulated overdrive recovery test

closed during the tracking phase, and are opened immediately before the latching

phase begins. The opening of these switches introduces a signal-dependent charge

injection, which ultimately results in static and dynamic nonlinearity. This error

has however been verified through simulation to be much less severe than that due

to the kickback noise.

The layout of the comparator(except for the isolation switches) is shown in figure

3.6. A fully centroided structure is used to minimize systematic offset. The area

of the comparator is18µ × 16µ, and its simulated power consumption 625nW on

the typical corner, and 1µW on the fast corner.



Figure 3.6: CAD Layout of the clocked comparator



Figure 3.7: Schematic of the digital logic backend

3.5 Digital Logic

The digital logic was implemented using standard cell library gates. The archi-

tecture of the digital section is the same used in [25] and displayed in figure 3.7;it

makes use of 2 shift registers to implement the successive approximation routine.

The upper shift register is clocked synchronously by the fast clockΦf and is used

a sequencer, while the lower register is used to store the conversion value. When

the reset signal arrives, the sequencer is reset in the100000 condition. At every

subsequent fast clock rising edge, the1 value propagates along the sequencer, so

that i clock cycles after the reset edge, it passes from the i-th position to the i+1-th.

This signal is fed to the set input of the i+1-th flip-flop in theconversion register,

and causes it to raise its output to 1. Finally, this output isused to clock the i-

th flip-flop in the conversion register, that stores the current comparator decision.

Because in the flip-flops used D input is disabled when the Set signal is high, a

minimum delay has to be guaranteed between the instant when the set signal is

deactivated and the arrival of the clock. To meet this constraint, a slow delay line

generating 5nS of delay was inserted between the output of the i+1-th register and

the clock input of the i-th register.



Corner Leakage Dynamic Total

TT 1µW 1.2µW 2.2µW

FFA 2.3µW 1.2µW 3.56µW

SSA .3µW 1.2µW 1.5µW

Table 3.1: Simulated digital power dissipation at 1MS/s

This architecture relies on the ring structure to achieve a low-switching activity,

and therefore low active power dissipation. However, the large number of regis-

ters used increases leakage current, which is a concern at low speed. Due to the

low operating voltage and frequency, power dissipation of the digital logic was

assumed to be negligible at design time.Therefore, no effort was done to reduce

this contribution. In fact, the power dissipation of the digital section resulted sig-

nificant in final system simulations and in measurements. Table 3.1 displays the

simulated power dissipation figures, as well as the leakage versus active power

breakdown, for different proces The power dissipation fromthe digital section is

in the best case one and a half times higher than that from the comparator. Fur-

thermore, a large fraction of this power is due to leakage, which is known to be

poorly modeled and highly process dependent. This fractionof power could be

lowered in several ways: first, logic could be restructured,and number of registers

reduced to minimize leakage; second, custom, minimum sizedlogic gates could

be used to decrease switching power. Finally, high-threshold devices could be

employed instead of standard-Vt ones to further reduce standby power. Some of

these techniques have been used in the second generation successive approxima-

tion converter described in chapter 5.

3.6 Measurement results

The chip was fabricated in a 90nm 7M2P CMOS process from ST microelectron-

ics. The final top level layout is shown along with the die photograph in figure

3.8.



The total chip area(including padring) is865µ×730µ, while the core area is only

Figure 3.8: Layout capture(left) and chip microfotograph(rigth)

300 × 300µ,largely consumed by the capacitor array and the digital logic. Due

to the small size, COB packaging was used for testing. 3 different samples were

fully tested. The results are reported in figures 3.9-3.11, and summarized in table

3.2.

3.7 Performance

For FFT testing, a Rhode and Schwarz Signal Generator was used to generate a

single-ended input voltage, that is converted to differential by an ADI 8138 part

on the board. A logic analyzer is used for code read back and toprovide both

a fast and a slow(sampling) clock. For enhanced testability, the output code of

the converter is not latched on the die, so that convergence of the successive ap-

proximation algorithm can be observed during testing. Timing of the read back

consequently becomes critical. To overcome this problem, both the output bits

and the clock are oversampled by the LSA, and the correct codeis reconstructed



Performance Metric Value

Voltage Supply .5V

Input Range .4V

Sampling Rate 1.5MS/s

Unit Capacitance 10fF

DNL ±.4LSB

INL ±.4LSB

ENOB 5.5 at Nyquist

ERB 2.5MHz

SFDR 43dB atfs = 1.5MS/s

fin = 100KHz

Power dissipation 14µW

Die Area .09mm2

Input Capacitance 200fF differential

Process 90nm 7M2P CMOS

Table 3.2: Performance Summary

Section Sim.Powr Measured Power

Analog 2µW 2.5µW

Digital(Leak) 1µW 6µW

Digital(Dynamic) 1.2µW 3µW

Table 3.3: Power dissipation breakdown
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Figure 3.9: Dynamic Performance from FFT testing

in software by sampling each bit in its validity interval. FFT testing reveals that a

peak SNDR of 34.5dB(5.5ENOB) is achieved for .4V zero-peak input at 1.5MS/s.

When the sampling frequency is decreased, the peak SNDR stays constant or im-



0 10 20 30 40 50 60
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Code

IN
L(

LS
B

)

Sample A
Sample B
Sample C

0 10 20 30 40 50 60
−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

Code

D
N

L(
LS

B
)

Sample A

Sample B

Sample C

Figure 3.10: Static Lienarity measured through histogram testing



0 200 400 600 800 1000 1200 1400 1600 1800 2000
25

30

35

40

45

50

Sampling Frequency(KHz)

S
F

D
R

(d
B

)

0 500K 1M 1.5M
0

2

4

6

8

10

12

14

Sampling Frequency(Hz)

P
ow

er
 d

is
si

pa
tio

n(
uW

)

Analog

Total

Digital

Figure 3.11: Measured Power Dissipation and Spurious Free Dynamic Range Ver-

sus Sampling frequency



proves up to sampling rates as low as 62.5KS/s, where degradation starts to oc-

cur(See Fig.3.9).

For all values of sampling rate, a linear sampling is guaranteed by the bootstrapped

input switches up to frequencies well above Nyquist. ForVdd = .5V, Fs =

1.5MS/s, the resulting converter Effective Resolution Bandwidth is about 2.5MHz.

A spurious free dynamic range above 43dB is maintained fromFs = 250KHz to

1.5MS/s(See Fig.3.11). At 2MS/s, the DAC fails to settle to full accuracy, result-

ing in degraded SFDR of 25dB, and consequently reduced SNDR.At 62.5KS/s

the sampling switches leakage is significant, so that SFDR isreduced to 35dB.

Dynamic testing was performed also at supply values different than nominal. As

expected, the converter is operational for a wide range of supply voltage and speed

values, demonstrating robustness of the design. ForVdd = .75V a peak speed of

5MS/s and an ERB of 9MHz are achieved. ForVdd ≤ .45V , the digital logic is

subject to critical races that result in sparkle codes and severe SNDR degradation.

However, the analog portion of the system(Comparator and sampling switches)

is powered through a separate pin and has been measured to be functional for

Vdd ≥ .3V even at a reduced speed of about 300KS/s. A more robust digital logic

implementation would have almost certainly guaranteed full system operation at

this low-supply, enabling a realistic SNDR testing.

Static linearity was measured through histogram testing; the resulting INL and

DNL profile are reported in 3.10. A systematic profile, causedby effects that re-

main unknown at the time of writing, is apparent.

3.8 Power Dissipation

The measured power dissipation was14µW , roughly 3 times higher than the simu-

lated value. Table 3.3 reports the individual measured contributions. For different

reasons,all of the components show significant deviation from the simulated val-

ues.

For digital switching power the discrepancy is due to the fact that parasitics were



not accounted at simulation and design time.

Digital leakage is often poorly modeled. In the specific case,this hypothesis is

corroborated by the fact that values as large as 4 times thosereported by the

model have been measured on other designs fabricated on the same run as this

converter. A similar reasoning holds for the comparator, asits voltage-biased

pseudo-differential nature makes it intrinsically sensitive to process variations/

threshold voltage modeling inaccuracies.

Although higher than expected, the measured powered dissipation still compares

favorably with respect to published works. Also, many circuit techniques are

available to reduce the power dissipation of the digital section.

3.9 Comparison with previous work

Many different figures of merits have been defined as metrics to quantify ADC

power efficiency. A few definitions are recalled in the following. A very popular

metric is the so called energy per conversion step, measuredin pJ/conv. This is

defined as

FOMISCC =
Pd

2fin2ENOB

. Here,fin is the maximum signal input frequency for which the effective number

of used is used. Ideally,fin = fs/2 andENOB = Nb. The basic assumption

here is that doubling the bandwidth doubles the power. Similarly increasing reso-

lution by 1 bit also doubles the power. Although widely used,this figure of merit

reflects the scaling behavior of very few practical converters. The most natural

application seems to be in Flash converters, which have roughly 2Bcomparators;

however, increasing the resolution of the converter not only doubles the number of

comparators, but puts a twice as stringent offset specification on each comparator

as well. This causes the power to scale as23ENOB, unless offset calibration is used

in the comparators( [32]). Even in this case, the assumptionof power dissipation

being linear in the bandwidth usually does not hold for very high input frequen-

cies, or very low ones. At the high end end of the spectrum,increasing speed in a



circuit that operates in the neighborhood of the devicesFt is known to cost large

amounts of power if at all feasible. At the low end of the spectrum instead, leak-

age gives a background power consumption that is independent of speed.

Another widely used figure of merit is

FOMNoise =
Pd

2Fin22ENOB

. In this case, power is supposed to scale as22ENOB,i.e. the cost of increasing the

resolution by 1 bit is 4x more power dissipation. This is a fair metric for noise-

limited designs, and finds application mostly in high resolution converters, such

asΣ − ∆ modulators. Looking at the successive approximation architecture, we

can observe that

1. Power dissipated by the comparator is linear in the numberof bits(adding

one bit means adding one extra charge cycling phase) and in the sampling

frequency. When noise limitations are taken account, it is furthermore pro-

portional to22ENOB, however this constraint is practically active only for

high-resolution converters, which are outside the scope ofthe work.

2. Switching power of the digital back-end is linear in the sampling frequency,

and, to good approximation, to the number of bits.

3. Voltage Reference buffer is noise-limited and typicallyscales as22ENOB as

well.

In this work, as well as in [25] and in [33], the reference buffer is not imple-

mented,so that the largest contributor to power dissipation that actually does scale

as22ENOB is not present. In light of these considerations, we introduce a different

figure of merit called energy per bit:

FOMSAR =
Pd

FsB
(3.1)

. The main change is that now power is assumed to scale linearly with the number

of bits. This is generally true at low resolution, when noisefrom the comparator

is not in issue: for a given sampling rate, going from a resolution of B bits to a



resolution of B+1 bits requires all elements in the system tosettle in a time interval

B/(B + 1) times shorter, i.e. has the same effect of increasing the sampling

frequency by(B + 1)/B. When the system is digital power dominated, and that

leakage is not an issue, this figure of merit still gives a realistic picture of power

scaling. In table 3.4, this work is compared to recently published data from similar

resolution ADCs using all of three figures of merit. The data indicates one of the

best power efficiency ever reported, despite the very low supply voltage.

Design Resolution Vdd FOM FOMSAR FOMNoise Tech.

(pJ/conv.) (pJ/Bit)

[25] 8 1.4 .24 3.75 1.3e-15 .25µ

[33] 8 .6 .35 11 2.7e-15 .18µ

[34] 8 1 26 850 830e-15 1.2µ

[27] 12 1 .16 15 .12e-15 .18µ

This work 6 0.5 .2 1.75 4.5e-15 .09µ

Table 3.4: Comparison with published results

In the figure of meritFOMSAR, this converters outperforms all previously pub-

lished converters. This is largely dependent on the advanced (90nm) process used,

and in part to the aggressive design techniques. A simple calculation shows how-

ever the impact of leakage in such an advanced process. The energy per bit of the

converter reported in [25] is 3.75pJ/bit. Assuming all of this were digital power,

scaling fromVdd = 1V, L = .25µ to Vdd = .5V, L = 90nm should automatically

guarantee a energy per bit 10 times lower, or .375pJ/Bit. Energy efficiency of the

presented design is roughly 4.5 times higher, with leakage contributing a third of

the total energy or .6pJ/Bit. This is made clearer by the plotof figure 3.12, which

displays the converter Figure of Merit(Energy per Conversion) as a function of

sampling frequency.
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3.10 Conclusions

This first implementation demonstrated that it is possible to build power efficient

converters at a supply voltage as low as .5V . It also confirms our initial analysis

showing that unless ad-hoc countermeasures are taken, leakage from the sampling

switches results in significant linearity reduction.





Chapter 4

Implementation II: a .5V,6b,1MS/s

successive approximation converter

with embedded automatic gain

control

After the successful design of the first prototype SAR, we decided to pursue inte-

gration of the ADC with an RF front-end1. We describe in this chapter the design

of the analog-to-digital converter, and the measured results from its standalone

version. Design and measurement results of the RF receiver are described in [35].

The goals of this work were

1. Reduce the power consumption of the digital Back-end, while simultane-

ously providing a more robust implementation

2. Complete Integration of the ADC sub-system, including voltage reference

and driver and clock generation and distribution

1Designed by N.Pletcher,U.C. Berkeley
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Figure 4.1: Tuned RF radio Architecture

3. Demonstrate the maximum amount of integration reported to date for 0.5V

systems with the implementation of the full radio

We further decided to enhance the performance of the A/D converter making use

of a digital offset calibration routine, and of a variable output reference, which

effectively acts an embedded variable gain function.

4.1 Radio Receiver overview

The combination of front end and ADC is designed to act as a carrier sense re-

ceiver for a wireless sensor network radio. System level considerations constrain

the total receiver power for this application to about50µW . Achieving such a

power level demands ultimate simplicity in the receiver architecture, which is

shown in figure 4.1: a combined of passive/active gain stage precedes the en-

velope detector, suppressing its noise figure by roughly 20dB and resulting in a

sensitivity of -50dBm. A single-stage variable gain amplifier regenerates the sig-

nal to the ADC full scale, providing 0 to 42 dB gain and drivingthe ADC input

capacitance.

4.2 Sampling network

We used only standardVth devices in this converter and avoid bootstrapped sam-

pling in combination with high threshold devices, as done inthe previous version
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of the converter. To avoid charge leakage effects while maintaining sampling lin-

earity, a CMOS switch with complementary boosted turn-off voltage is used. Two

separate charge pumps per switch generate voltages of−Vdd and2Vdd, which are

respectively used to turn off the n and and the p devices. Figure 4.2 reports a

simplified schematic. MIM capacitors of 100fF are used as storage devices; the

sampling devices have a W/L equal to 10/.1 for the NMOS and to 3/.1 for the

PMOS, giving an on-resistance of approximately30KΩ for each device. Notice

that the unusual larger width for the NMOS as opposed to the PMOS is due to

the higher threshold voltage of the N device in this process.At low Vdd, the re-

sulting decrease in current drive offsets the higher mobility, resulting in lower



conductance per unit width. Finally, note that the devices circled in red in 4.2

are NMOS devices with the bulk tied to the source to avoid forward biasing the

drain-bulk junction when the devices passes−Vdd.This configuration can only be

used in a triple well-technology such as the 90nm used in thisdesign. If such an

option is not available, the advantages of complementary input switches cannot be

combined with of boosted turn-off, with consequent degradation of the dynamic

linearity.

4.3 Comparator

The design of the comparator was undertaken with three majorgoals

1. Increase the input-output isolation, so as to eliminate the series isolation

switches and the associated charge injection and timing issues

2. Guarantee high-common mode rejection ratio, so as to minimize the strain

on the common mode feedback circuit of the previous stage

3. Maintain an input referred offset lower than 1LSBs in all full scale settings

Goal 1 is easily met by using cascoding on the input transconductor and sepa-

rating the input and the regeneration branches.Due to the limited headroom , a

pseudo-differential input stage is used. This leads to reduced common-mode re-

jection, and process-dependent bias current and speed. To reduce the sensitivity

to process variations, the input stage is digitally programmable with 2-bit preci-

sion(not shown in the schematic). To increase the resilience to common mode,

a feed-forward cancellation circuit is added. The completelatch schematic is

shown in figure 4.3. During tracking mode, devices M9 and M10 act as triode

loads to the transconductors M1 and M2. A common mode voltageof 438mV is

obtained under typical operating conditions on nodes 1 and 2, corresponding to

a small signal gain of -1.4dB; a tracking bandwidth of 10MHz is simultaneously
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achieved. Under these conditions, the common mode cancellation circuit made

of M3,M4,M7,M8 and M11 is ineffective due to the low gain through the pmos

current mirrors. When a large common mode input step is applied however, the

output of the preamplifier is pulled down, activating the common-mode cancella-

tion loop, decreasing the common mode gain and achieving thedesired rejection.

During regeneration, the transconductor is disconnected from the cross coupled

pair with a pair of PMOS switches , and inverters M12-M13 and M14-M15 are

enabled and regenerate nodesV1 andV2 to the rails, while two more inverter drive

the load.

As the LSB can be programmed to be as small as 2mV, an offset variance smaller

than600µV is required. This offset value can be achieved through sizing at the

price of increased capacitance and hence power dissipation. Alternatively, a more

complex timing and switching scheme such as the one presented in [27] allows to

perform analog offset cancellation. In this project, a different approach is used.

Offset cancellation is performed in a mixed-signal fashionintroducing an in inten-

tional mismatch in the capacitive loading of the regeneration nodes. This approach

has been previously proposed( [32], [36]); however, it is ofparticular utility in a

SAR converter because, as shown in the following section, itcan be implemented

in integrated fashion with very small overhead.

It is proved in appendix B that if the capacitive load on node 1is labeledC and



that on node 2C + ∆C, an input referred offset of valueVio = Vcm−V ∗

Av

∆C
2C

is in-

troduced at the input of the comparator. Assuming C=40fF,Vcm = 438mV, V ∗ =

267mV, Av = .8, ∆C = 2CVioAv

Vcm−V ∗
= 300aF is found. For the given sizing, on the

other hand, a3 − σ offset of 24mV was extracted through Monte-Carlo analysis.

ator. To calculate the calibration full scale, the more accurate expression(see ap-

pendix)Vio = 2(Vcm−V ∗)
Av

χ−1
χ+1

is used.DefinedV n = AvVio

2(Vcm−V ∗)
, χmax = 1+V n

1−V n =

1.1 and∆C = C(χ2
max − 1) = 8fF . The required number of levels is therefore

8/.3 ≈ 25 which we rounded off to 31, obtaining a resolution of 5-bits for the

magnitude and 1 sign bit for the sign, or a total of 6 bits. Through simulation, a

unit element built of1µ/.2µ PMOS capacitor and a.12µ/.1µ PMOS switch was

chosen(See Figure 4.5). Notice that the bulk of the PMOS capacitor M1 is tied to

the source to minimize un switched capacitance. In the off state, the whole 31-

element array has an off capacitance of 4.5fF, which can be increased in .8fF/LSB

steps.

Figure 4.4 shows a zoomed-in layout capture showing the comparator and the

calibration capacitance placed on each side. As any positive-to-negative side im-

balance in the routing from the comparator to the capacitance array interferes with

the calibration process by introducing offset, care was taken in enforcing layout

symmetry. According to extraction, parasitic capacitors of 28fF and 28.5fF are

associated respectively with theV1 andV2 nodes, showing a mismatch smaller

than 1 calibration LSB.

4.3.1 Calibration

We now detail the integration of the calibration logic into the converter. The basic

idea is that the calibration routine converts the comparator offset to a digital word,

which is applied to a calibration DAC(the switched capacitor array) to cancel it.

We perform this conversion process in a successive approximation fashion, so that

the calibration capacitors serve as DAC, while the sequencing logic from the con-

verter(see next section) is used to direct the successive guesses.



Figure 4.4: Layout of comparator and calibration logic
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The calibration routine is as follows: switches M1 and M2 tiethe comparator in-

puts toVcmRef , while M3 and M4 are open to disconnect the signal path. The

main DAC is disabled by ¯CAL. The successive approximation routine is then run

for a clock cycle as during normal operation, with the comparator load capaci-

tors acting as DAC.The logic gate G(replicated for each control bit) and the latch

F isolate the calibration array from the data conversion array,making heir opera-

tion mutually exclusive and store calibration code during normal operation.This

is shown in figure 4.5.

Notice that the only overhead associated with this technique is in the afore-

mentioned logic and in the extra set of switches. Correct design of these switches

is critical to prevent them from perturbing sampling linearity or increasing charge

loss. We placed the switches as shown in figure 4.6),after the sampling node.

This placement minimizes the degradation in sampling linearity; however during

normal operation one side ofM1 andM2 is biased atVcmRef ≈ Vdd/2, while the

other experiences a time varying potential. This raises theissue of charge leakage
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Figure 4.6: Collocation of calibration switches

again. Simulated data show the charge leakage from M2 and M1 during normal

operation limits resolution to .25 LSB/s at the maximum fullscale, and is strongly

reduced by the lower signal swing for other reference settings. In cases where

the charge leakage introduced by this switch is not acceptable, but speed is still

moderate, the switches could be placed before the sampling switches(4.6), at the

price of increased sampling nonlinearity(during normal operation, the aspect ratio

of the sampling switch is effectively halved if the switchessize is the same.

Notice that as stated before, offsets smaller than 1mV ougthto be resolved.

If the calibration is therefore run for only 1 cycle, and no code averaging is per-

formed, noise in the converter will limit its accuracy. Thislimit may be overcome

performing multiple calibration cycles in sequence and averaging their result; we

claim however that a single cycle calibration will almost surely be sufficient, as

even if its resolution is limited by thermal noise, this onlymeans that the ADC

residual offset is smaller than the converter noise floor andhence is not going to

limit performance.



Figure 4.7: Synthesized layout of the digital block

4.4 Digital Logic

The digital logic was implemented by synthesizing a behavioral VHDL descrip-

tion . This approach has the advantage that power minimization taking into ac-

count leakage as well dynamic power is performed by the logicsynthesis tool un-

der a fixed delay constraint; moreover, the area is reduced compared a not fully op-

timized hand implementation. To ensure correct operation of the synthesized logic

at .5V(the library is only characterized at 1V) we used the approach suggested

in [37],consisting in feeding to the synthesizer timing constraints increased by a

factor equal to the ratio of the propagation delay of the logic at .5V to the propaga-

tion delay of the logic at 1V, roughly 4 for this process. Since the bit cycling period

16 period is 1
16MHz

, a maximum delay constraint of 1
4·16MHz

= 15.6nS is used in

this case. The synthesized schematic was imported in cadence and re simulated to

verify functionality, which was met over all process corners. Figure 4.7 shows the

synthesized layout of the digital portion, which occupies a20µm × 20µm area.



4.5 Clock Generator

No self-timing is employed, so that the successive approximation converter re-

quires a fast (bit-cycling) clock as well as a slow(sampling) clock. To minimize

power, the sampling clock is bound to have a duty cycle approximately equal to

the inverse of the number of cycles. To facilitate testing and for completeness, we

integrated the sampling clock generation on chip, using thesimple digital logic

using a synchronous counter. Only one clock signal is therefore required for cor-

rect converter operation. The generated sampling and bit-cycling clocks are fed

to a non-overlapping phase generator(See fig. 5.17) that controls the individual

blocks. This phase generator occupies an area of13µm × 28µm and dissipates

less than 200nW at a 16MHz input frequency.

4.6 Band Gap Reference

We have already stated that for low-power designs, reference generation and dis-

tribution consumes a significant amount of the power budget.In [25], this bot-

tleneck is avoided by referencing the ADC toVdd. This results in power efficient

operation, however, it increases power supply sensitivity, which is typically al-

ready poor in low-voltage designs. To show complete integration and true low

power design, a fully differential band-gap reference withprogrammable output

was designed. The programmable output feature allows to exploit the quantization

noise-limited nature of the companion converter to implement 12dB of variable

gain. As explained below, this programmability comes at thecost of increased

power dissipation or decreased reference stability.



4.6.1 Core Bandgap design

The band-gap reference concept is proposed in Fig. 4.8. It employs a classi-

cal current-scaling architecture, that generates the PTATand the NTAT voltage

in one current branch and combines into a different branch making use of a cur-

rent mirror. This technique allows to generate sub-1.1V output ( [38], [39]), but

requires precisely matched resistor to perform the final V-Iconversion. Oper-

ational amplifier A1 keeps nodesV1 and V2 at the same potential, so that the

current flowing through the resistorR1 is I1 = KT
q

log (8)
R1

. Since the voltage at

node 1 equalsV1 = KT
q

I1
Iss

, the total current through the current mirror devices

readsIref = I1 + V1

R2
= KT

q
1

R2
( I1

Iss
+ log (8)R2

R1
). If R2/R1 ≈ 8, simple algebra

Iref = 1.12V
R2

; which depends on temperature only through the current defining

resistorR2. This dependence can be eliminated by forcing this current though a

matched resistor of appropriately scaled value, obtainingVo = 1.12V R3

R2
. This is

accomplished by M3 and R3p,R3m. Operational amplifier A2 andcurrent source

M4 finally, form a feedback loop that sets the output of the reference to be equal

to V cm
ref . Compared to other low-power, low-voltage references in [38], [39], this

design has a few distinguishing features:

1. At Vdd = 0.5V , parasitic bipolar transistors cannot be used, as theirVbe is

larger than the supply.Weakly inverted MOSFETs are insteadused ( [40])

2. The output conductance of the reference should be low enough to drive the

DAC input capacitance(≈ 200fF ) to 6-b accuracy in 60nS

3. The output should be programmable over 4 levels

Using subthreshold MOSFETs instead of bipolar devices to generate theVbe term

requires devices Q1 and Q2 to operate in the subthrehold region across the whole

temperature range of interest. Assuming the variation in bias current to be small

compared to the variations in device specific currentI0, the worst case is at the

minimum operating temperatureTmin(corresponding to minimum specific current
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Q1 9.5µ/.7µ

Q2 8 × Q1
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Figure 4.9: Final All MOS Bandgap reference and sizing

value, and hence highest inversion coefficient). This maximum inversion coeffi-

cient should be smaller than .3 for the circuit to operate correctly. Assuming these

conditions are met, the gate-source voltage of Q2 will beV1(T ) = Vth(T ) +
n(T )
n(T0)

(Vgs(T0) − Vth(T0))
T
T0

≈ Vth(T ) if Vgs(T0) = Vth(T0) [40]. The threshold

voltage dependence on temperature is to first order linear, with a slope that de-

pends on device channel length L as∂Vth

∂T
= K1 + K2

L
. SinceK2 > 0, device chan-

nel length can be tweaked to lower the temperature dependence of threshold volt-

age, reducing the required value ofR2/R1 ratio. Following these guidelines, the

transistors in this design were sized through simulation tohaveW/L = 9.5µ/.7µ.

The settling constraint requires an output conductanceRo ≤ Ts

C log(2)
= 72KΩ. A

power efficient way to achieve this output conductance is to use a diode connected

transistor that would give a small signal resistance of1/gm; however, this is in

contrast with the programmability constraint, as , due to the nonlinear transistor

characteristic, building an accurate resistor ladder using diode connected devices

is difficult. Linear polysilicon resistors are therefore used. At .5V, the maximum

signal output by this architecture is roughly .3V(top and bottom current sources

should remain in the active region). FromV = IR, the current flowing in the out-

put current sources should be.3V/144K = 2µA. In principle, the current in the

reference branch can be scaled to be much smaller than that inthe output branch,

as it does not influence the settling process. This is howevernot possible in prac-

tice, as too large values of resistance(and hence die area) would be required. The

final design choice is influenced by this tradeoff , and the final design values for



the bandgap core are reported in table 4.6.1.

4.6.2 Compensation

Operational Amplifiers A1 and A2 are critical to the correct operation of the cir-

cuit:temperature dependent offset from A1 directly adds tothe reference PTAT

source, degrading bandgap stability; moreover, startup stability of the whole cir-

cuit requires stabilization of the feedback loops involving A1 and A2. From be-

havioral simulations, we found that in order for the circuitto function properly

A1 needs a gain of 60dB, while A2 has a more relazed 40dB gain specification.

Therefore, A1 is implemented as a 2-stage amplifier, while a simple differential

pair amplifier is sufficient for A2. Both feedback loops are compensated using a

Miller strategy. Notice that in the case of A2, a two stage amplifier can be indi-

viduated which has A2 as the first stage, and the bottom current source M4 and

output resistorR3 as second stage. As a result, Miller compensation is effective if

introduced between the gate of M4 and the common mode sense output. We chose

to split the poles and bring the zero back in the left half of the complex plane for

robustness reasons. Using a simple RC series block withR = 60K andC = 5pF ,

a phase margin better than 60 degrees is obtained.

The feedback loop involving A1 is easier to stabilize, as thefeedback factor

is smaller. BeingA1 a two-stage amplifier, internal compensation withCc =

20pF ,R = 60KΩ was sufficient to achieve the desired stability.

4.6.3 Simulated Band-Gap Performance

Our measurement setup did not allow direct performance measurement for the

BGR, therefore we report simulation data. As seen in figure 4.11, the output of

the final version of the bandgap has in the typical case a positive residual slope

that gives rise to a temperature coefficient of 200ppm/C. This residual slope is due

to the dummy devices added for matching purposes during layout, and could be
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Figure 4.10: Simulated Stability of the band-gap reference

reduced by a proper redesign. Stability over process is alsoreported in the same

context, measured through Monte-Carlo analysis.

4.7 Chip Floorplan and layout

Figure 4.12 shows the top-level view of the converter system. The Band-Gap ref-

erence is placed at the top and occupies an area of120µm × 240µm. Most of

the active circuits are placed underneath the compensationcapacitors to minimize

area. The sampling switch, the digital circuitry and the comparator are placed as

far as possible from the reference to minimize coupling through the substrate and

capacitive coupling. The sampling switch is further housedin a separate well to

maximize substrate integrity.

Two supply pins are used for the whole chip: a core supply is shared between

DAC, analog and digital circuits, while a the bandgap reference has an indepen-
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Figure 4.11: Temperature performance in the typical case

dent supply to allow power breakdown measuremnt. The pins were shorted during

on-board during all of the performance testing. To facilitate testing and avoid the

timing issues of the rpevious implementation, the converter outputs are resampled

on-chip by the sampling clock.

The total chip active area, including decoupling capacitance, is350µm× 350µm.

4.8 Experimental Results

The converter was implemented on the same chip as theΣ − ∆ converter de-

scribed in chapter 5 and of the integrated radio receveir described in [35]. Other

test circuits are included(See Fig.4.13). The ADC was tested using chip-on-board

packaging, with inputs generated in a single ended fashion and converted to dif-

ferential using an on-board ADI8138 differential driver. The data was read back

using a logic-analyzer; MATLAB-based processing as used toquantify perfor-

mance.



Figure 4.12: Annotated Layout Capture of the Converter Die



Figure 4.13: Photograph of the complete die
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Figure 4.14: Offset calibration results

4.8.1 Offset Calibration

To test functionality of the offset calibration routine, weapply a DC signal such

that any DC offset present in the instrumentation is canceled, and the A/D con-

verter input is less than 1mV(measured with a digital multimeter). We then acti-

vate the reset calibration signal, which disables all the calibration capacitors ,and

measures the converter output referred offset. Then, we raise the calibration sig-

nal, and allow the converter to measure its own offset. When the calibration signal

is disabled, we measure the output offset again. led, and theA/D converter input

is less than 1mV(measured with a digital multimeter). We then activate the reset

calibration signal, which disables all the calibration capacitors ,and measures the

converter output referred offset. Then, we raise the calibration signal, and allow

the converter to measure its own offset. When the calibration signal is disabled,

we measure the output offset again. The results of this testing are shown in figure

4.14 for two different samples. Notice that both samples show an input referred



offset which exceeds the predicted value by a large amount. Reasons for this mis-

match have not yet been fully understood. This limits also testing of the accuracy

of the calibration function, as the measured always exceedsthe maximum cor-

rection capability. We do see however that the calibration routine always reduces

the offset, and that its full scale is roughly equal to 1.5 LSBof the maximum full

scale, or 12mV, sufficiently close to the calculated value.

4.8.2 Variable Gain Function

In order to test the embedded variable gain function feature, we feed to the ADC

a signal with a swing of approximately 1/4 of the maximum fullscale, and then

we progressively reduce the full scale of the ADC. In the absence of ADC offset

and reference noise, the SNDR should increase by roughly 12dB over the whole

range of full scale. The measured data is shown in figure 4.15.As apparent from

the figure, the converter residual offset, combined with thereference noise, limit

the effectiveness of this approach from the theoretical 12dB to 5.5dB.

4.8.3 Static Linearity

We performed INL/DNL testing by feeding the converter with a15.111KHz sinewave

and collecting213 samples. Figure 4.16 reports the results. The shape is consistent

across full scale settings, and closely resembles the simulated value, dominated

by leakage through the calibration switches. However, the negative peak in INL

around code 31 was not expected. At the time of writing, the reasons behind this

effect have not yet been understood.
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4.8.4 Dynamic Performance

The performance of the converter for sinusoidal inputs of different frequencies

is shown in figure 4.17 for the different full scale settings.A peak SNDR of

30.2dB(4.7 ENOB) is obtained for the largest full scale at 200KHz input fre-

quency. At Nyquist(500KHz), the performance dropped to 28.5dB(4.45ENOB)

for the maximum full scale. As the full scale value is decreased, the peak perfor-

mance shows no degradation forVfs = 190mV , while it decreases to28.8dB for

Vfs = 130mV (LSB = 2mV ) and to 26dB forVfs = 65mV (LSB = 1mV ).

This is due to a slightly underestimated band gap reference noise, that becomes

comparable with the quantization noise at maximum gain. Theperformance drops

abruptly for inputs above 1MHz, due to limitations in the sampling switch.Figure

4.18 shows the output spectrum for Nyquist rate input of 500KHz. Performance

was also measured for different sampling frequenciesFs. In figure 4.19(to the

left) the peak SNDR for a rail-to-rail input signal at 15KHz is shown versus

sampling frequency. The gradual drop between .75MS/s and 1MS/s is shown

in the right half of the plot: the band gap settling is starting to degrade as the
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sampling frequency approaches 1MS/s. This reflects in an effective value of

Vref ,V (eff)
ref = Vref(1 − exp−Ts/τ ) whereτ is the time constant of the bandgap

settling process.Notice that as band gap presents a very linear output conductance,

there is no increase in harmonic distortion as the time available for it to settle is

decrased, only swing compression. As expected from the exponential dependence

of the effective reference voltage on the sampling frequency however, the degra-

dation is abrupt above 1MS/s.

4.8.5 Robustness toVdd

Low voltage designs, especially if relying on subthresholdoperation of devices,

has typically been associated with poor robustness. Conversely, the described

system operates with power supplies as low as 450mV and as high as 650mV

with less than 2dB change in performance, due to the finite power supply rejection

ratio of the bandgap reference. This is shown in figure 4.20. The drop in SNDR

is related to the finite PSRR of the reference as follows:as the Vdd is increased,

the reference value increases by∆Vdd/PSRRlin. Therefore, a signal which was
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full scale stops being such, and SNDR drops. The SNDR could berecovered by

increasing again the input signal amplitude, so as to match the increased available

swing. Notice that the PSRR of the bandgap in this case is only12dB even for

DC inputs; the peak PSRR of the reference is about 50dB, but itis obtained only

for Vdd ≥ 750mV , where temperature stability is poor. This is largely due tothe

fact that PSRR was neglected in the design of the reference; although some effect

can be attributed to the compressed signal swing resulting from low supply. It is

the author’s belief that a PSRR of 40dB could be achieved withcareful redesign.

4.8.6 Power Dissipation

In the nominal operating point of 1MS/s, the complete converter system consumes

34µA from a 0.5V supply, corresponding to17µW . The converter core, compris-

ing comparator, digital successive approximation and calibration logic and clock

phase generator, consumes less than6µW , while about11µW are contributed by

the reference. The curve of power dissipation versus sampling frequency is shown

in 4.22. We can see that the power dissipation is dominated bythe variable-output

bandgap reference(11µW ) for all sampling frequencies supported. The power

dissipation of the converter core is only6µW (including analog, digital logic and
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Block Pd(Sim.) Pd(Meas.)

Reference 9µW 10µW

Core 5.5µW 6µW

Table 4.1: Simulated and Measured Power dissipation breakdown

clock phases generation and distribution), and again is largely contributed by leak-

age (4µW ). Again, this contribution could easily be reduced by usinghigh-Vt

devices for the digital, if the option is availble2. Finally, table 4.1 shows the mea-

sured and simulated power dissipation values. The matchingis very good,a nd

shows the increased robustness of the VHDL-based design flow.

4.8.7 Comparison with literature

This design merges multiple functions into a single low-power building block,

making comparison by standard ADC figure of merits challenging. The 6 bits

core achieves 4.7 ENOB at 1MS/s for6µW . If the power efficiency of the con-

verter were quantified by FOM,this corresponds to 230fJ/conversion step, and

2This option was again not available for this design, as low-threshold devices were used in the

companion RF-front end



compares favorably to published state-of-the art designs.However, as previously

discussed, this figure of merit is not necessarily fair for successive approxima-

tion converter cores. Using the previously definedFOMsar = Pd

FsENOB
,we get

FOMsar = 1.25pJ/Bit, improving over our previous result and competing litara-

ture.



Chapter 5

Implementation III: a .65V,100KS/s

Σ − ∆ modulator

5.1 Motivation and specifications

As we have seen in Chapter 1, in the super-regenerative receiver [10], a significant

fraction of power is spent in building a baseband filter for quench tone suppres-

sion.

We could trade-off filter performance (and power) for converter performance by

simplifying the filter structure, or omitting the filter altogether. If this is done, the

converter has to handle simultaneously the quench tone and the signal, and po-

tentially requires a much higher dynamic range. An interesting option is to use a

Σ−∆ converter, in combination with no filtering. We claim that anoversampling

converter is the optimal solution in this case for two reasons. First, compared with

a Nyquist converter where a uniform signal to noise-ratio isguaranteed across

the whole [0,Fs/2], a more efficient partitioning of in-band noise and out of band

noise is performed,as while oversampling allows to sample out-of-band signals

without aliasing, noise shaping ensures that the in-band-noise floor is significantly

smaller than the out-of-band noise floor.In other words, since out of band signals

105



will anyway be rejected, there is no win in wasting power to digitize them to full

precision. Second, thanks to oversampling,the pulse widthmodulated signal at the

output of the envelope detector would be directly digitizedwith negligible alias-

ing, and demodulation would take place essentially for freeas a by-product of

decimation in the digital domain. This gives a significant programmability advan-

tage over an analog implementation, and,depending on the cost of the decimator in

terms of power, can also give a power advantage. Furthermore, it enables the use

of a lower quench-frequency to data-rate ratio, opening thepotential to achieve

higher data-rates in a super-regenerative receiver. In order for this approach to

be appealing the power spent to perform oversampled A/D conversion,including

decimation, should be smaller than the power necessary for baseband filtering

and subsequent Nyquist A/D conversion. Given that the baseband filter in [7]

consumes32µW , and that we have shown that Nyquist A/D conversion can be

performed at the performance level required by the application for only a few mi-

crowatts, the power dissipation of the modulator and the thedecimator should be

below32µW . Recently,Yao ( [26]) has shown that the cost of a 14-bit precision

40KS/s decimator integrated in 90nm standard digital CMOS is of the order of

10µW . Therefore, a power budget of20µW is allocated to the modulator. The

power supply is chosen to be .65V to ensure compatibility with future process

technology and simplify the low-power decimator design.

The super-regenerative receiver of [10], supports a maximum data-rate of 20Kbs,

limited by quench-suppresion filter. Considering the potential decrease in quench

tone to symbol frequency ratio, we designed for a 100KS/s nominal converter

speed. Finally, we set the design goal for dynamic range to 70dB.

These specifications correspond to a challenging figure of merit (FOM) of .12pJ/Conversion

step, lower than any published Nyquist rate or oversamplingconverter. Achieving

such an extreme power efficiency requires careful design at the architecture and at

the circuit level.



5.2 High level modulator implementation choices

The variety of solutions available in the design of an oversampling converter

makes systematic exploration prohibitive. We focus on a fewassumptions that

influenced the results achieved in this work.

1. Recently, Continuous TimeΣ−∆(CTSD) modulators have emerged as the

preferred solution to implement highly power efficient converter with band-

widths in the MHz range [41]. A continuous-time loop filter presents a built-

in anti-alias filtering function and typically requires lower bandwidth in the

operational amplifiers with respect to the sampled-data counterpart. Al-

though the application of CTSD to lower bandwidth scenariosis appealing,

it presents an issue: in CT modulators, the converter noise floor is usually

dominated by the input resistors of the first integrator (assumed to be im-

plemented in active RC fashion). For moderate resolutions and small band-

width, this results in very large input resistors, which arehard to integrate

on-chip unless high-resistance polysilicon is available [16]. This means that

in our scenario, the resistor size would be limited by size constraints, and

operational amplifier noise would most likely dominate the converter floor.

Therefore, a non-standard design methodology should be devised and used.

At the time this project started, this issue was only one of the many of the

many unknowns on the strategy to follow to minimize power dissipation in

a CT modulator. We therefore chose to implement the converter using a

switched capacitor loop filter, for which the literature corpus is much larger

and the design methodology more established.

2. Feedforward loop filter realization has also gained increased popularity in

recent years. In particular, the authors in [42] show that a spurious free

dynamic range in excess of 100dB is achieved with only 60dB gain in the

operational amplifiers by introducing feedforward coefficients in the loop

filter in order to suppress the portion of input signal manipulated by the

first integrator. Although this technique is very appealingin the context



of data-acquisition, its applicability to communicationsis hampered by the

degraded robustness to out-of-band interferers that typically accompanies

feedforward loop filter implementations. As one of our goalsis to minimize

the amount of filtering to be performed upfront the modulator, we decided

to use a more robust feedback loop filter. As a result, linearity is only de-

termined by the open loop-gain of the first operational amplifier, and can be

harder to achieve.

5.3 Project philosophy

The goal of this work was to minimize power dissipation of aΣ − ∆ modulator,

given performance constraints. Our approach to this problem was to assume that

minimum power consumption is achieved by relaxing as much aspossible the

key building specifications, with the idea thatfinding the least restrictive set of

constraints of critical parameter values that would produce in the required per-

formance, would yield the most elegant and most power efficient solution.

The key block in everyΣ − ∆ modulator implementation is the first integrator,

which determines noise and distortion performance of the whole converter.Although

passive integrator implementations have been proposed ( [11], [43]) they usually

require fairly large capacitor ratios to realize the desired tranfer function; while

the lack of input output isolation makes the loop filter design challenging. We

therefore decided to use an operational-amplifier based integrator. As a result, the

operational amplifier becomes the main focus of our power-minimization effort.

Results from the analysis reported in chapter 3, as well as results stated in a fol-

lowing section, indicate that a single stage operational amplifier is an optimal

choice for low-power designs.This assumption of optimality of a single stage am-

plifier in an environemnt where cascoding is not available due to the low supply

and flicker noise is a significant concern due to the low-frequency operation drove

all the assumptions made in the next section. In particular,a hard cap of 40dB was

imposed on the open loop amplifier gain to ensure single-stage realizability.



5.4 MATLAB modeling environment

5.4.1 Motivation

In a previous chapter, we identified gain as the specificationhardest to achieve in

low-voltage environments. In order to minimize power, our effort was devoted

to evaluate the minimum operational gain necessary to achieve a given linearity,

and use that as a design target. The topic of integrator nonlinearity is addressed

in [44] using Taylor series expansion. However, the analysis is targeted at evalu-

ating nonlinearities introduced by the sampling and integrating capacitors rather

than by the integrator nonlinear gain itself. The topic of integrator integator gain

effect is treated both in [44] and in [45], [26]. However, theformer work targets a

very high dynamic range of 100dB; while the latter ones limitthemselves to eval-

uating the effect of integrator linear gain on quantizationnoise suppression. When

the latter type of analysis is performed, typical integrator gain values in the range

of 25dB to 30dB are found for three stage modulators. Designsin [45] and [26]

report that their operational amplifier gain was overdesigned from this value in

order to suppress distortion. The net result is that the relationship between ampli-

fier open loop gain and nonlinear distortion is not accurately quantified nor well

documented. In order to fill this information gap, a behavioral model that takes

into account integrator gain value and shape accurately while ensuring simulation

time significantly shorter than the full device level simulator is required.

5.4.2 Object Oriented Modulator Model

For execution speed reasons, we preferred MATLAB to simulink modeling. Also,

the command line based interface in MATLAB guarantees higher abstraction, and

helps carrying on the design in a structured fashion rather than by tweaking in-

dividual block parameters. We increase the effectiveness of using MATLAB by

using an object oriented approach, similar to the philosophy of class programming



in e.g. C++:a modulator is seen as an object built of different components, each

of which belongs to a separate data type. The modulator can bemodified by using

member functions, that make sure that the underlying modulator components are

handled in a consistent way. We postulate that anNth-order modulator is uniquely

specified by the following fields:

1. A N-dimensional vector of integrator sampling capacitors,labeledCs

2. An N-dimensional vector of integrator load capacitors(meaning capacitance

connected between the integrator output node and ground), labeledCL

3. An N-dimensional vector of integrator closed loop gainGcl

4. An OTA object. Note that in principle, N OTA objects shouldbe used.

However, because the non-idealities are always dominated by the first inte-

grators, the remaining N-1 amplifiers are assumed to behave ideally.

5. A scalar parameterFs, equal to the modulator sampling frequency

6. A scalar parameterVref equal to the feedback reference voltage

The core step of the modeling is the integration step, which is thigthly coupled

with the OTA object model.Both are described in the following subsection.

5.4.3 Integration Step

We start with considerations on the settling of a switched capacitor integrator with

finite operational amplifier gain,bandwidth and slew rate and then extend to the

case of nonlinear gain. For the circuit of figure 5.1,neglecting for now amplifier

bandwidth and slew-rate and assuming the initial voltage atthe integrator output

is Vo(k), and the input isVi, the voltage at the output at time step k+1 is

Vo(k + 1) = Vi
Gcl

1 + Gcl

Av

+ Vo(k)(1 −
Gcl

Av

1 + 1+Gcl

Av

) (5.1)
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Figure 5.1: Switched capacitor integrator model

, whereGcl = Cs

Ci
is the ideal closed loop gain, andAv is the amplifier open loop

gain. This is however only the ideal final value of the OTA output in case infinite

time were allowed for it to settle. In order to get a more accurate relationship,

we need to include slewing and finite settling speed in the analysis. By making a

dominant pole approximation for the amplifier response and neglecting slewing,

we find that the amplifier response obeys the equation:

Vo(t) = Vo(KT ) + ViGcl(−
sp

sz
+ (1 +

sp

sz
)(1 − exp−t · sp)) (5.2)

sz =
Gm

CI
(5.3)

sp =
FGm

CL + (Cs+Cp)

1+Gcl

(5.4)

F =
Cs

(Cp + Cs)Gcl + Cs
t ∈ [0, Ts] (5.5)

The response of a real amplifier deviates from the equation above due to the am-

plifier finite output driving capability, giving rise to the phenomeno

t∗ = − 1

sp
+

| Vi | Gcl(1 + sp

sz
)

SR
(5.6)

Tslew = max(t∗, 0) (5.7)

Vo(t) = Vo(KT ) − Vi
sp

sz

+ sign(Vi) · SR · tt ∈ [0, Tslew] (5.8)

Vo(t) = Vo(Tslew) + (ViGcl(1 +
sp

sz

) − sign(V i) · SR · Tslew) ·

·((1 − exp−(t − Tslew) · sp))t ∈ [Tslew, Ts] (5.9)



Substituting the expression fort∗ into 5.9 and taking derivatives, one can obtain

analytical estimates of slewing nonlinearity as a functionof other design parame-

ters. The next effect to be added in the model is integrator nonlinear gain. In this

application , the most important features of the model are the possibility to trade

increased accuracy for increased simulation time at designtime in an intuitive

way. The number of parameters in the model is not important and can be large.

For these reasons we chose to implement a piecewise-linear gain mode which has

the advantage of being very intuitive and to provide potentially very high accu-

racy. The shape of the amplifier gain versus input voltage is approximated by

a staircase function. For simplicity, we assume this staircase to be symmetric, so

that we need to store its values only for positive inputs. Nowconsider the problem

of computing the integrator output voltage, given input voltageVi and initial con-

ditionVo(k). As in the linear caseVo = Vo(k+1) = Vi
Gcl

1+
Gcl
Av

+Vo(k)(1−
Gcl
Av

1+
1+Gcl

Av

);

Vx = Vo

Av
must hold simultaneously, but nowAv is a function ofVo. We can solve

this equation by a iterating over these two steps: given a gain estimateAv(n),

computeVo(n) using equation 5.1. Compare nowAv(Vo) andAvn: if they are

different updateAv(n + 1) = Av(Vo) and repeat, otherwise stop. For realis-

tic parameters values(Av ≥ 10), this iteration always converges; furthermore as

a consequence of the staircase approximation, we are guaranteed that this con-

vergence will be achieved in a finite number of steps. Of course, the finer the

staircase approximation, the longer the convergence , the better the accuracy. This

completes the algorithmic part of the integrator model; while the question of how

to obtain the parameters necessary to run the model itself isstill to be answered.

This is very much dependent on the application of the model. In an early design

stage, when a±30% accuracy w.r.t. transitor level simulation is adequate, using

calculated parameters is preferrable. If however the modelis used to speed-up the

verification of an almost complete design, then simulated values should be used,

especially for the large signal amplifier gain. Extracting amplifier slew-rate and

unity-gain bandwidth requires only a transient and an ac analysis, while extraction

the large signal can be performed using a dc sweep. The computational cost of

these analyses is negligible, while their results guarantee to extend the accuracy

of the model to a few percents.
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Figure 5.2: Differential pair OTA used in model validation

5.4.4 Model Validation

To validate the integrator model, we tested its accuracy against a transistor level

simulation of a conventional bottom plate sampling integrator, where the sampling

switches were replaced by ideal AHDL switches, while the operational transcon-

ductance amplifier was a simple differential pair amplifier shown in figure 5.2.

We used an 8 bin-piecewise linear integrator model for this comparison. The re-

sults are shown in figure 5.3,5.4. And show excellent agreement. Since we

neglected secondary effects such as switches leakage and charge injection using

ideal switches and as the OTA used for this comparison has a true single pole re-

sponse, these results are probably optimistic with respectto how well the model

would do in a general case(more complex simulation setup/amplifier).
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5.4.5 Modulator Model

We build on this routine to construct a complete modulator model. Two different

versions of the model have been implemented, one supportinghalf delaying in-

tegration, and the other one not supporting it. The first version differs from the

second in that a conditional loop that keeps track of the different clock phases

and accordingly updates only the outputs the integrators which are enabled in that

phase; this enables accurate modeling of e.g. switched op-amp modulators, where

the integrators are intrinsically half delaying. The presence of this conditional

loop, however, seriously degrades execution speed.

5.5 Loop Filter Design

We focused our attention on second and third order, feedbackbased loops, as

higher order loops tend to compromise stability or reduce signal swing. For in-

finite integrator gain, the Signal-to-Quantization-Noise-Ratio(SQNR) of a K-th

order modulator is written as

SQNR = 6α2OSR(2K+1)(2K + 1)

π(2K+1)
(5.10)

Here OSR is the oversampling ratioOSR = Fs

fN
, while α is the input signal

measured with respect to full scale. Usually, the SQNR should be 6 to 10dB

higher than the final SNDR to be obtained, and should therefore be about 80dB

for α = 1. Furthermore, while formula 5.10 assumes an NTF of(1 − 1
z
)K and

ideal integrators, real loop filter response and finite integrator gain result in devi-

ations from the value in 5.10. Assuming the conditions stated above hold, and

assumingα = 1, a second order modulator needs an oversamplingOSR =

(SQNR·π2K+1/(2K+1)
6

)
1

2K+1 = 64 to achieve a SQNR of 80dB, while a third order

modulator only requiresOSR = 26. A second order modulator seems therefore

adequate to meet our specifications. Futhermore, values ofα approaching unity

are harder to achieve for higher order modulators. The loop filter coefficients have

been chosen exploring through simulation different configurations starting from
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the (0.5,0.5) value reported in [44]. Amplifiers with finite gain of 40dB but other-

wise ideal were used for this purpose, while the oversampling ratio was set to 128.

As shown in figure 5.5, the configuration (.3,.3) behaves better than the (.5,.5) with

respect to integrator swings, while it provides similar SQNR for a given oversam-

pling ratio. Figure 5.6 reports the simulated output spectrum for input signal of

−70dBFS. Limit cycles being present in the converter unless amplifiers with

open loop gain higher than 46dB are used.

To overcome this problem, one could either increase the amplifier open-loop

gain,increase the modulator order or use a MASH architecture.The latter choice

was discarded because of the high sensitivity of the recombination filter to am-

plifier finite gain. Although this limitation could be overcome by using digital

calibration of the recombination filter coefficients at power up ( [41]), we decided

not pursue this road. We further claim that increasing amplifier open loop gain

beyond 40dB has a significant cost in power dissipation, as because of cascoding

not being practical at a low supply, a two stage topology should be used.

On the other hand, because of noise scaling, increasing modulator order, if pre-

cautions are taken to preserve signal swings, comes at a minimal price in terms

of power dissipation. Figure 5.7 shows the simulated outputspectrum of a third
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order modulator, with loop coefficients [.25,.5,.5] for variyng amplifier gain. Gain

values as low as 34dB are tolerated. We therefore decided to increase the modu-

lator order to 3 in order to keep the specification on amplifieropen loop gain be-

low 40dB. We resorted to the developed MATLAB simulation environment also

to predict the converter peak signal-to-noise and distortion ratio(SNDR) for the

[.25,.5,.5] loop as a function of open loop gain. The result is shown in figure 5.9

and shows that SNDR values in the order of 60dB are realizablefor an amplifier

open loop gain of only 40dB. Even though the performance could be increased by

using higher gain, going beyond 40dB would probably requirethe use of a 2-stage

amplifier,which has a significant cost in power. Since a 6dB difference between

dynamic range and peak SNDR is usually regarded as acceptable in the literature,

we decided to tolerate the SNDR degradation The loop filter coefficients were

chosen to be [.25,.5,.5] as in [45]. According to published data ( [26]), a better

choice would be [.2,.3,.4]. Figure 5.8 show the integrator output swings and the

the SNDR versus input frequency for both choices. It shows that the choices yield

almost equivalent peak SNDR(1.5dB improvement for the choice in [26]) for the

values of parameters in the design; morever, we found that when a [.2,.3,.4] loop

filter is chosen, higher amplifier gain is necessary to suppress limit cycles and

avoid thresholding effects for small inputs.
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5.6 Circuit Design

5.6.1 Sampling Network

To avoid sampling distortion and guarantee wide input sampling , a bootstrapped

sampling circuit was used. Since this circuit was already described in chapter 4,

the reader is referred to that chapter and to the reference [29] for the description

of its operation.

5.6.2 Integrator design and optimization

The widely accepted rules of thumb for low-power, low-voltage operational am-

plifier design are to maximize signal swing and reduce as muchas possible the
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number of stages1.Since the number of stages is usually dictated by required open

loop gain, open loop gain should also be minimized. These considerations are well

summarized by the results of the amplifier scaling analysis performed in chapter 3,

reproduced here in figure 5.10 for convenience. The analysisindicated that a dif-

ferential pair single-stage amplifier would give30to100% better power efficiency

than a two stage amplifier, when only thermal noise is a concern. If single stage

amplifiers with rail-to-rail swing were used, a much larger power benefit would

result. In this context, we’ll extend the results to includeflicker noise, which is a

major contributor to the overall noise budget for small sampling frequencies. We

first review the equations describing noise in a sampled-data integrator.

1In light of the results of [46], the second part of the rule seems only to hold for switched

capacitor converters



Noise in an SC integrator

We distinguish between sampling noise and operational amplifier noise. For sam-

pling noise, the well known formula

N2
S =

2KT

Cs

(5.11)

holds for input referred noise, where the 2 takes into account differential opera-

tion. For operational amplifier noise, we used the expression

N2
o,OA =

KT

2GmRsw + 1
(γ(1 +

CI

CT
)2 + 2GmRsw(

CI

CT
)2)

for output referred, which once multiplied by(CI/CS)2 and referred to the input

becomes

N2
OA =

2KT

CLeff · 2GmRsw + 1
(γ∗(

CT

CS
+

CS

CI
)2 + 2GmRsw(

CT

CS
)2) (5.12)

WhereCT = Cp +CS is the sum of the operational amplifier parasitic capacitance

and the explicit sampling capacitance, andγ∗ is the equivalent noise resistance-

transconductance product of the amplifier and summarizes effects due to device

bias point and integrator topology, UsuallyGmRsw � 1 so that the first term

dominates. If one further neglects parastic capacitorsCT ≈ CS and 5.12 re-

duces to a well known formula. ConsiderV 2
IRN = N2

S + N2
OA and notice that

we calculated noise variances for the[0, Fs/2] bandwidth. For thermal noise,over

a narrower bandwidthFB, V 2
IRN(FB) = V 2

IRN(Fs)
FB

FS
= V 2

IRN (Fs)
1

OSR
. This

is a fundamental equation inσ − δ modulator design,as it can be directly used

to calculate the sampling capacitors size once oversampling ratio and amplifier

equivalent noise resistance are known. This equation will however only be ac-

curate if the bandwidth and the sampling frequencies are lowenough that flicker

noise is negligible, and provide very inaccurate results atlow frequency. To in-

clude the effect of flicker noise, we express the(continuous-time) power spectral

density of the input referred noise of the amplifier asNI(f) = 4KTγ∗(1 + fk

f
).

Integrating betweenf1 andfB, the variance of the noise contained in this band is

N2
I (f1, fB) = 4KTγ∗(Fb + fk log (FB

f1
)). Expressing in terms ofV 2

IRN (the total
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thermal noise in the[0, Fs/2] band ), we get to2

V 2
IRN (FB, f1, fk) = V 2

IRN (
FB

FS
)(1 +

fk

FB
log (

FB

f1
)) (5.13)

Assumingf1 = 100Hz In order for flicker noise not do dominate the budget (i.e.
fk

FB
log (FB

f1
) ≤ 1, we needfk ≤ 18KHz, which requires careful design.

Amplifier design considerations in the presence of flicker noise

Because of excellent experimental results reported,we started transistor-level de-

sign with the topology described in [26]. This topology(Seefigure 5.11) has a

class-AB output stage, and a current-mirror based input stage. We show that this

topology presents a noise-stability tradeoff that is unfavorable in low-frequency

designs. Consider devicesM3 andM4 in figure 5.11. Their channel noise di-

rectly adds to the total amplifier noise; also, calledK the ratio of width ofM7 to

the width ofM3, the M7-M3 current mirror introduces a non dominant pole in the

amplifier frequency response, that is placed atfnd ≈ f
(M3)
t

M+1
. For stability reasons,

this pole should be located at a frequency at least twice as high as the integrator

2Rigorously, we should include a factorχ equal to the ratio of thermal noise from the op-amp

to total thermal noise in front of the second term. This is neglected here for brevity
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unity-gain bandwidth UGF. Therefore, the resulting set of constraints on M3 is

fk ≤ FB

log (FB

f1
)

= 18KHz

ft ≥ 2UGF (M + 1) ≈ 10FS(M + 1)

ft

fk
≥ 2UGF (M + 1)

log (FB

f1
)

FB
≈ 40 · OSR · (M + 1) log (

FB

f1
) (5.14)

Equation 5.14 imposes aminimumratio of transition frequency to corner fre-

quency, which should be compared with the limitation statedin chapter 3 and

in [47] for themaximumratio available for the process in the subthreshold regime.

At FB = 50KHz,f1 and OSR=64, we getft

fk
≥ 8000(M + 1).Although simu-

lation data show this value is reachable in this process, calculations showed that

it would not be achievable. In the absence of any data on the model accuracy for

long channel devices,we chose to revert to a different topology to reduce flicker

noise. The chosen amplifier topology is shown in figure 5.12 and trades off swing

for flicker noise performance. The load devices do not contribute non-dominant

poles, so that their size can be chosen for flicker noise independently from sta-

bility considerations. The non-dominant pole, as described in [48], is set by the

non-quasi-static behavior of the input transistors, and isapproximately located at

5ft. For the same phase margin and noise performance, the required transition fre-

quency to flicker corner ratio becomes thereforeft

fk
≥ 4 · OSR · log (FB

f1
) ≈ 600,

which is easily reachable. The potential reduction in flicker noise offsets the re-

duction in swing coming from the presence of a tail current source. Assuming

Vdsat = 125mV we findV
(Max)
o = 525mV, V

(Min)
o = 225mV , so that the inte-
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grator output is .3V 0-Peak. SettingVref = .3V a minimum detectable signal of

-70dBFS=100uV requires an input referred noise less than6nV 2. If we assume

thermal and flicker noise to contribute the same to the total budget,Nth ≤ 3nV 2

is required, which using equation 5.12 is translated into a 500fF sampling ca-

pacitor. The long PMOS output devices(64µ/4µ) are sized to give a negligible

contribution to the amplifier flicker noise, while introducing only a small parasitic

capacitance at the output.

The analysis on settling optimization presented in chapter3 is used to size the

input devices24µ/1.75µ to achieve a 10KHz flicker noise corner and achieve a

good tradeoff between transconductance efficiency, input common mode range

and open loop gain. The DC bias current and transconductanceof the amplifier

were determined through behavioral simulations (See Fig.5.13) to respectively

have nominal values of16µA and144µS, corresponding to a nominal slew rate of

20MV/s and a gain bandwidth product of30MHz.
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Figure 5.14: Simulated First Integrator Common Mode : Settling(left) and steady

state detail(right)
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Common Mode Feedback

A standard sampled-data common-mode feedback was used in this design(See

figure 5.15 and also [49]). The common-mode sampling-capacitorsCf1 andCf2

were set to 50fF to minimize loading to the differential modecircuit, while ensur-

ing low-loss by charge redistribution with the gate capacitance of M10. A sim-

ulated output common mode waveform for the first integrator is shown in figure

5.14.
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Figure 5.16: Comparator Schematic and sizing

5.6.3 Second and Third Integrators

Being their non-idealities suppressed by the gain of the integrator ,the second and

third integrators are not critical and can therefore be scaled. We simultaneously

scaled scaled sampling capacitors, bias current and devicewidths by a factor of 4,

leaving device lengths unvaried.

5.6.4 Comparator

Comparator performance is also not critical( [44]). An annotated schematic of the

circuit used is shown in figure 5.16.For the operation, the reader is referred to the

previous chapters.

5.6.5 Clock Generation and distribution

The modulator uses a conventional bottom-plate sampling scheme. The circuit in

figure 5.17 is used to generate the 2 non-overlapping phasesΦ1 andΦ2 as well as

their early versionsΦ1A andΦ2A.

All the integrators operate as half-delaying(LDI) integrators; so that in order to

ensure correct implementation of a prototype transfer function specified using

full-delaying integrators equalizing delays have to be inserted in the feedback
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Figure 5.17: Non-overlapping clock generator
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Figure 5.18: Modulator Architecture

path [45]. These delays elements are simple flip-flops that resample the DAC

control signal of selected stages with the correct polarity; their collocation and

timing are shown in figure 5.18.

5.6.6 Bias Circuits and programmability

The bias currents in the amplifiers can be changed in 31 steps in range between

Inom/10 and3Inom by a digitally controlled supply-independent current source

(See Fig.5.19) where PMOS transistors are used as current-defining elements in-

stead of polysilicon resistors to minimize area. As a resultof this choice, the

output current is not PTAT, but instead(to first order) temperature independent for
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Figure 5.19: PTAT Bias circuit and sizing

the chosen parameter values.Bias is distributed throughout the die in the voltage

domain. The current flowing in each branch of the biasing circuit is in a ratio

1:4 with the nominal tail current of the first operational amplifier, and hence in a

ratio 1:1 with the tail current of the second and the third amplifiers. The power

consumption of this bias circuit is .

5.7 Chip Floorplan and layout

A die photograph is shown in figure 5.20. The operational amplifiers occupy the

center strip of a370µm×300µm area. Most of the area is taken by the integrating

and sampling capacitors, for which a MIM layer was used.To save space and min-

imize parasitics, all the sampling switches are placed underneath the capacitors

they are connected to. SinceΣ−∆ modulators are known to be rather insensitive

to mismatch, centroiding technique were not used in this layout.Instead, special

care was taken in routing the clock lines in such a way that they would interfer

minimally with the signal lines.



Figure 5.20: Chip photograph



5.8 Experimental Results

5.8.1 Test Setup

Due to size constraints, the die was mounted on a custom designed board using

chip on board(COB) assembly. Single ended input signals generated from the in-

strumentation and filtered off-board were converted to differential by an on-board

low noise ADI8139 driver. The reference voltages are generated on the board

by an adjustable output low noise reference generator(LM4121) and buffered by

another ADI8139 driver. Chip outputs are read-back using a logic analyzer.Two

different samples were characterized, showing closely matching performance.

5.8.2 Single tone tests

The modulator output for shorted input terminals is shown infigure 5.21. No

spurious tones are present. Figure 5.22 displays SNDR and SNR versus input

amplitude (normalized to the .3V full scale). The peak SNDR is 59.5dB, while the

peak SNR is 61dB. A minimum detectable signal of100µV is measured. Figure

5.23 displays the output spectrum for input of 125mV, corresponding to the peak

SNDR of 59.5dB.A Spurious Free Dynamic Range (SFDR) of 63dB is measured,

limited by third order distortion from integrator nonlinear gain. As apparent from

figure 5.22, the measured results match very closely the behavioral simulations

performed in MATLAB, validating our design methodology.

5.8.3 Interference Rejection

As mentioned above, one of the potential advantages of usingΣ − ∆ modulation

to perform analog-to-digital conversion lies in the reduced amount of filtering re-

quired by this architecture. This is only possible ( [50]), if the out-of-band signals

do not interact with the converter noise shaping characteristic, increasing the in-
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Figure 5.23: Output spectrum for -7dBFS input. The tones at 52KHz and 75KHz

are caused by instrumentation noise pickup.

band noise and ultimately reducing sensitivity. Although interference robustness

was not explicitly considered in the converter design, thisdata is seldom reported

for modulators in the literature(with the important exceptions of [50], [51]) and

constitutes useful information on the performance of the standard feedback archi-

tecture in this respect. To measure densensitization due toout of band interfer, we

apply a large out of band tone and measure the variation in thein band noise floor.

The results are reported in figure 5.24. We can highlight two important facts:

first, a certain amount of desensitization is present even for rather small inteferfer

amplitudes. The amount of desensitization is however limited to 2-3dB even in

the case of a close-in 300KHz interferer. Second, the amountof interference that

can be applied to the converter until a certain fixed degradation in in-band perfor-

mance occurs, depends strongly on the input frequency. Thisbehavior reflects the

low-pass nature of feedback loop-filters topology.

Converter performance for pulse width modulated input signals, such as those

expected at the output of a super-regenerative radio beforeanalog demodulation,

was also measured. A Wavetek166 function generator was usedto produce the
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Figure 5.24: Measured converter desensitization due to out-of-band blockers
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nal

square-wave signal with 100KHz nominal frequency, and a Rhode and Schwarz

sinusoidal signal source was used to externally modulate its period with a fre-

quency of 15KHz. Due to the high low-frequency noise contentof the sinusoidal

source, the measurement only has qualitative meaning. The output spectrum is

shown in Fig.5.26 The measurement shows that the converter remains stable un-

der the measurement conditions; SNDR measurement is however meaningless in

this setup. A summary of the measured performance is reported in table 5.27.

5.9 Conclusions and comparison with literature

We developed a methodology for the design of low-voltage,low-powerΣ − ∆

converters, and applied it to the design of a low-power modulator for wireless

sensor network receivers. The the methodology allows successful minimization



Signal Bandwidth 50KHz

Peak SNDR 59.5dB

Peak SNR 61dB

Dynamic Range 65dB

SFDR 63dB

Clock Frequency 6.5MHz

Power Dissipation 27µW

Power Supply 0.65V

Figure 5.27: Converter Performance Summary

Ref. DR[dB] SNDR[dB] BW[Khz] Vdd[V ] FOM FOMnoise Power

[pJ/Conv] [µW ]

[52] 74 74 24 .5 1.63 35e-6 300

[45] 77 62 16 .9 1.2 330e-6 40

[53] 75 67 8 .7 2.8 52-6 80

[54] 83 80 10 .9 1.22 166e-6 200

[42] 78 78 20 .6 2.36 25e-6 1000

[26] 88 83 20 1 .31 1.66e-3 130

This work 65 59.5 50 .65 .36 122e-6 27

Table 5.1: Comparison with other low-voltageΣ − ∆ converters

of amplifier specifications for a given converter linearity requirement, resulting

in power efficient designs. The experimental modulator reaches a state-of-the-art

power/performance ratio, despite the low operating voltage(See Tab.5.1).





Chapter 6

Conclusions and final considerations

In this work, we have shown a complete design methodology to design low and

moderate resolution ultra-low power analog to digital converters; as well as ex-

perimental results validating this methodology.

The proposed converters meet the performance requirementsof wireless sensor

network radios, and show that complete ultra-low-power radio receivers can be

realized for less than100µW [35]. While these works are distinguished by low op-

erating supply and low power in an absolute sense, the power efficiency achieved

compares favorably with literature,as summarized in table6.1. In this table,some

of the calculated values of power consumption, already reported in chapter 2 are

also reproduced. Apparently, the power efficiency achievedin this work is still far

from the calculated values.

For the SAR converter cases, the overhead power is due to two main factors: first,

the estimate did not include digital power, which represents the largest contributor

of power dissipation in all implementations. An optimized,custom design of the

digital logic would reduce this contribution, easily increasing power efficiency.

Second, generating on chip bias currents smaller than1µA requires large resistors

and is impractical from the perspective of area consumption. The comparators

therefore have power dissipation and speed exceeding theirrequirements, as veri-

fied experimentally also in this work(See chapter 3).This results in analog power
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Arch. Resolution Fs Power Input Cap. Vdd FOM

(ENOB @Fs/2) (pJ/conv)

SAR 8b 100KS/s .25µW 1.28pF 1V .009

[25](SAR) 8b(4.5b) 100KS/s 3µW 3pF 1V 1.2

SAR 6b 1.5MS/s .4µW 320fF .5V .004

This work, 6b(5.5b) 1.5MS/s 14µW 310fF .5V .2

Ch.3

This work, 6b(4.8b) 1 MS/s 6µW 310fF .5V .23

Ch.4(Core)

Σ − ∆ 11b 100KS/s 10µW 65fF .65V .029

This work,Ch. 5 10.5b(9.55b) 100KS/s 27µW 500fF .65V .3

Σ − ∆ 14b 40KS/s 147µW 220fF 1V .22

[26](Σ − ∆) 14b (12b) 40KS/s 140µW 6pF 1V .22

SAR 12b 100KS/s 1.6µW 180pF .5V .004

[27](SAR) 12b(10b) 100KS/s 25µW n.r. 1V .165

Table 6.1: Comparison of this work to published results and estimated per-

formance metrics. Notice thatforall converters, the figure is reported as

Pd/ENOB/Fs, where ENOB is measured at Nyquist input.

dissipation higher than necessary As suggested in other parts of the work, a higher

sampling frequency would allow to take more effectively advantage of the tech-

nology intrinsic speed, guaranteeing better power efficiency. This indicates that

even higher values of power efficiency are likely to be acheved using this archi-

tecture than what is reported here.

The measured performance of the prototype oversamplng converter is within one

order of magnitude of the estimated one. In the design described in this thesis,

the second and the third stages of the converter, and the biascircuit, consume to-

gether as much power as the first operational amplifier. It seems hence obvious

that a converter with fewer stages would have dissipated lower power. Unfortu-

nately, reducing the number of stages makes limit cycles more likely to occur, and

consequently calls for higher amplifier gain.

In general, forΣ − ∆ converters, the bounds on power efficiency seem therefore



to be tighter, and the room for improvement smaller. Even under these circum-

stances, the adoption of a continuous-time loopfilter migthimprove power effi-

ciency by as much as factor of 3.

Progressing down the road of scaling, successive approximation converters are

bound to keep improving their performance and their power efficiency; ever-

cheaper digital circuits can be used to extend the accuracy beyond the limits im-

posed by components mismatch( [55], [56]). They are therefore candidate to re-

place pipelined converters, which present much more challenges in scaling.

Despite the increase in power efficiency however, this thesis shows that obtain-

ing absolute low-power operation is becoming more and more challenging at

low-speeds due to the increased leakage currents of digitalblocks, as well to

the increased significance of traditionally non-critical blocks, such as the refer-

ence generator and buffer. An elegant solution to this problem is to use a fully-

asynchronous ADC, as proposed in [57], that performs the computation as fast as

possible, delivers the output and shuts down.

Σ −∆ converters , especially as continuous-time implementations reached matu-

rity, have also started to conquer space in specification domains that used to be-

long to pipelined converters( [46]). As switching speed increases, the amount of

oversampling that can be applied increases, enabling widerbandwidths or higher

resolution. With clock frequencies already breaking the gigahertz barrier, long-

dreamed concepts such as RF-digitazion migth soon appear.

Similarly to the previous case however, low-power, low frequency applications

will suffer from the increased leakage of future technologies. Similarly to pipelined

converters, most high-resolutionΣ−∆ converters require an operational amplifier.

Even if performance requirements of this amplifier, as demonstrated in this thesis,

are very relaxed compared of those typical of Nyquist-rate converters, scaling of

this block will be critical. An interesting solution is presented in [50], where the

linearity and the dynamic range specifications of the converter are separated, and a

merged filter/A/D converter is realized. The ADC obtains a peak SNDR of 55dB

across variable full-scale ranges, so that the operationalamplifier specifications

are relaxed. Although this strategy is viable in radio-receivers, it migth not result

portable to other applications. In these cases, alternative ways of implementing



the integrators, such as passive switched capacitor circuits or the realization of a

phase-domain integrator as a VCO( [58]), migth become the preferred choice.



Appendix A

Linearity Analysis of a Trit-Based

DAC

The analysis will be carried out in the charge domain for easeof computation.

The digital to analog converter considered is composed of two independent ca-

pacitor arrays,C(i)
P , i = 1...2N−1 − 1 andC

(i)
N , i = 1...2N−1 − 1; for differential

symmetry,

C
(i)
N = C

(i)
P = C0 (A.1)

for the nominal values. Due the influence of process variations, the capacitor

values are better modeled as independent identically distributed (i.i.d.) gaussian

random variables with mean given by A.1 and variance given byEq.

σ2(i) = σ2(C0) (A.2)

. Assume positive codes only are allowed, so that MSB=1 and weonly need to

focus on the N-1 remaining bits(magnitude code). To encode the output level i,

Ck
P , Ck

Nk = 1 : i − 1 are tied to respectivelyVRH andVRL, while Ck
P , Ck

N , k =

i : L = 2(N − 1) − 1 are tied toVcmR. The resulting differential charge is

Qd(i) =
∑i−1

k=1(C
k
P ·VH −Ck

N ·VL)+
∑L

k=i(C
k
P −Ck

N )Vcm. To calculate linearity,

the end point line(EPL) is needed. This is expressed as
L

∑

1

(Ck
P · VL − Ck

N · VH) + (VH − VL)

L
∑

1

(Ck
P − Ck

N)(i + L)

2L
(A.3)
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Note that due to the sign-magnitude coding, 2L levels are realized, as opposed to

2L − 1. To further simplify the derivations, we assumeVH = Vdd, VL = 0, Vcm =

Vdd/2.The integral non linearity(INL) can be expressed asINL(i)/Vdd = (Qd(i)−
EPL(i))/Vdd =

∑i−1
k C

(k)
P + 1

2
(
∑L

i (CP (k)−C
(k)
N )+

∑L
1 C

(k)
N − 1

2
(
∑L

1 (CP (k)−
C

(k)
N ) − i

2L
(
∑L

1 (C
(k)
N + C

(k)
P ). To compute the variance, we need to separate

contibutions from independent variables, as they will add in power. After some

algebra,

INL(i)/Vdd = [(
1

2
− i

2L
)

i−1
∑

k=1

C
(k)
N −1

2
(

L
∑

k=1

C
(i)
N ]+[(

1

2
− i

2L
)

i−1
∑

k=1

C
(k)
P −1

2
(

L
∑

k=1

C
(i)
P )]

and finally

INL(i) = [−
L

∑

k=1

C
(k)
N

i

2L
+

i−1
∑

k=1

C
(k)
N (

1

2
− i

2L
)]+[−

L
∑

k=1

C
(k)
P

i

2L
+

i−1
∑

k=1

C
(k)
P (

1

2
− i

2L
)]

(A.4)

The variance can be expressed as

σ2(i) = 2σ2(− i2

4L
(
L + 1

L
) + i

L + 2

4L
− 1

4
)

Differentiating with respect to i(treated here as a continuous variable),imax =

L+2
L+1

L
2

is found. The corresponding variance is

σ2
Max =

σ2

8

L2

(L + 1)
(A.5)

A behavioral model was built in MATLAB to verify the analysis. Figures A.1-

A.2 show respectively INL of a single run and INL variance profile versus input

code, and normalized maximum variance versus number of bitsfor a trit based

architecture. These results follow closely analytical calculations showing that due

to the reduced number of unit elements(half with respect to the case of a standard

DAC), the variance of the INL is halved for the same unit element variance.This

means that roughly a four-fold reduction and capacitance can be achieved, for

comparable capacitive layer chosen. Although capacitor mismatch only has been

considered so far, the case whereVcm 6= VH+VL

2
gives rise to further distortion.

This can be evaluated by removing the assumptionVcm = Vdd/2 made in the

previous section, obtaining

INL(i) = (

i−1
∑

k=1

C(k)
p )(

VH + VL

2
−VH − VL

2

i

L
)+

L−1
∑

k=i

C(k)
p (Vcm−

VH + VL

2
−VH − VL

2

i

L
)
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Figure A.1: INL results from a single run(rigth) and averaged standard deviation

profile over 2000 runs.σ = .1,B=8 was assumed
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from here, it can be seen that a termVcm − VH+VL

2
is now added. This term wil be

small for codes close to the boundaries, but it will limit thelinearity across zero.



Appendix B

Analysis of Capacitance Mismatch

Induced offset in a regenerative

latch

C1

G1*V2

V1

G2*V1

C2

V2

Figure B.1: Regenerative latch model used in the analysis

Consider the model of a regenerative latch shown in figure B.1. The differ-

ential equations for the voltages at nodes 1 and 2, calledV1 andV2 read as in
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B.20

C1
dV1

dt
= −G1(V2) (B.1)

C2
dV2

dt
= −G2(V1) (B.2)

Differentiating the first equation and substituting the second,

d2V1

dt2
=

G1G2

C1C2
V1

is found, which admits a solution of the form

V1(t) = A11e
−t
τ + A12e

t
τ (B.3)

Where B.4

τ =

√

C1C2

G1G2
(B.4)

holds. An identical differential equation may be derived for V2. The solution for

V2 reads as in B.5

V2(t) = A21e
−t
τ + A22e

t
τ (B.5)

The constantsAij depend on initial conditions; andA12 andA22 are of particular

interest, since they represent the growing modes. Notice that, due to the cross

coupling, the time constant of the growing modes is the same for V1 andV2. The

intuition that capacitive mismatch introduces offset by slowing down one side

of the comparator is therefore incorrect. As shown in the following, the offset is

introduced by modifications of theAij constants. To prove this statement, consider

the system in presence of initial conditionsV1(0) V2(0). Due to the cross coupling

, dV1

dt
|0= −G1

C1
V ∗

2 . The following equations hold:

V ∗
1 = A11 + A12 (B.6)

dV1

dt
|0=

+A11 − A12

τ
=

G1

C1

V ∗
2 (B.7)

V ∗
2 = A21 + A22 (B.8)

dV2

dt
|0=

+A21 − A22

τ
=

G2

C2
V ∗

1 (B.9)



Definedχ = τ C1

G1
=

√

G2C1

C2G1
, the equations read

V ∗
2 = χ(A11 − A21) (B.10)

V ∗
1 =

1

χ
(A12 − A22) (B.11)

V ∗
1 = A11 + A12 (B.12)

V ∗
2 = A21 + A22 (B.13)

BecauseA11 andA21 represent decaying mode, we can eliminate them by using

equations B.13,B.13 to obtain:

V ∗
2 = χ(V ∗

1 − 2A21) (B.14)

V ∗
1 =

1

χ
(V ∗

2 − 2A22) (B.15)

And solving forA21 − A22 one finds:

A21 − A22 =
V ∗

1 (1 + χ)

2
−

V ∗
2 (1 + 1

χ
)

2
(B.16)

For a latch in the ideal metastable state,A21 = A22, or

V1(0) =
V2(0)

χ
(B.17)

Notice that in this case, it also individually resultsA21 = 0, A22 = 0, so that the

growing modes are not only equal but completely suppressed.AssumingV ∗
1 +

V ∗
2 = 2Vcm, V1 = χ

χ+1
Vcm,V2 = 1

χ+1
Vcm,V ∗

1 − V ∗
2 = χ−1

χ+1
Vcmis found and finally,

calledAv the tracking mode gain of the latch,

Vio =
Vcm

Av

χ − 1

χ + 1
(B.18)

, where the first term depends on tracking mode comparator design, while the sec-

ond only depends on regeneration phase parameters. For the realistic assumption

C1 = C, C2 = C + ∆C,G1 = G2, thenχ =
√

1 + ∆C
C

and by expanding into

first-order Taylor series,

Vio =
∆C

2C

Vcm

Av

is finallly found. If for instanceC = 20fF ,∆C = 1fF ,Vcm = 400mV ,Av =

1, Vio = 40mV is obtained. To verify the model, the circuit in figure B.1 was

simualted in SPECTRE. SettingVcm = 500mV, C = 1p, Gm = 1µS, and∆C



successively .1pF,.5pF,.01pF, offset voltages of 24mV,101mV and 2.5mV were

found, which match values calculated through B.18 almost perfectly.

The situation depicted is however not realistic, as the equilibrium point of the

latch is assumed to be ground. Including a non-zero equilibrium point V ∗, the

differential equations for the circuit become

C1
dV1

dt
= −G1(V2 − V ∗) (B.19)

C2
dV2

dt
= −G2(V1 − V ∗) (B.20)

The amplitudes of the growing modes can be in this case more readily evaluted

by using Laplace transforms to obtainV1(s) andV2(s), and successively using the

residue theorem. CalledA31 the amplitude of the growing mode on nodeV1, and

A32 the amplitude of the growing mode on nodeV2,it results

A31 = τ
V ∗(1 − χ) − V ∗

1 + V ∗
2 χ

2
(B.21)

A32 = τ
V ∗(1 − 1

χ
) − V ∗

2 + V ∗
1

1
χ

2
(B.22)

Both modes are annihilated ifV ∗
1 = V ∗(1−χ)+V ∗

2 χ. By substituingV ∗
1 +V ∗

2 =

2Vcm and performing some algebra, the final equation results

Vio =
2(Vcm − V ∗)

Av

χ − 1

χ + 1
(B.23)

Simulations performed on a modified latch model show perfectagreement with

predictions. For instance, consideringV ∗ = 250mV ,Vcm = 500mV , C =

50fF ,∆C = (1f, 10f, 50f) the simulated offset was 2.45mV,32mV,80mV while

the computed values are 2.5mV,32mV,85mV. We also compared such results with

full circuit level simulations of the proposed comparator.The results are shown in

figure B.2. The reason for the inaccuracy is the dependace of the comparator

calibration LSB on non-overlap time, shown in figure B.3. In the limit of very

small non-overlap times, the calculated and the calculatedvalues agree. Because

the non-overlap time seen by the comparator is larger than that used to size the

calibration capacitors(See Tab. B.1, this migth also be a rationale for the reduced

effectiveness of the calibration routine.
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Figure B.2: Calculated and simulated offset values
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Figure B.3: Simulated offset value versus non-overlap time



Process Corner FF TT SS

Tnov 1.8n 2.4n 3.3n

Table B.1: Simulated Embededded Comaprator Non-Overlap Time. The value of

Tnov used for design of the calibration array was 1nS
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